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Banking Bad? A Global Field Experiment on  

Risk, Reward, and Regulation 

 

Abstract 

Are banks sensitive to risk and reward in following global corporate transparency rules? Using 

a worldwide field experiment, this study evaluates competing predictions from expected utility, 

behavioralist, and institutionalist accounts. We incorporated a dozen companies around the 

world to make over 15,000 email solicitations asking for corporate accounts from 5,000 of the 

world’s internationally connected banks. Treatments randomize the risk profiles of different 

companies – by their countries’ association with corruption, terrorism, and tax evasion – and 

vary rewards by stating differing amounts of business revenues. The outcomes are the rates at 

which banks offer accounts and comply with rules on customer identification. The results sug-

gest that banks are moderately responsive to risk – though not reward – but the magnitude of 

the effects is small, providing mixed evidence for conventional models and suggestive support 

for institutionalist accounts.  

Replication Materials: The data, code, and any additional materials required to replicate all 

analyses in this article are available on the American Journal of Political Science Dataverse 

within the Harvard Dataverse Network, at: http://dx.doi.org/XXX 

 

Word Count: 10,045 

http://dx.doi.org/XXX


Introduction 

Are banks sensitive to risk and reward in the context of international rules designed to 

screen out criminals’ money from the financial system? We answer this question via a global 

field experiment. We randomly assigned over 15,000 email solicitations to the world’s inter-

nationally connected banks inquiring after corporate accounts from one of twelve companies 

legally incorporated by the authors in different countries. The aim is to evaluate predictions 

about how banks approach varying potential risks and rewards, derived from expected utility 

and behavioralist approaches and then compared to an institutionalist approach premised on 

“organizational scripts.” Banks are especially well suited for such a study given that their cen-

tral purpose is calculating expected risk and reward, or business loss and profit, in allocating 

credit and financial services. In addition, the fundamental principle of the international banking 

regulatory regime is the “risk-based approach”: the idea that regulators can achieve public pol-

icy goals such as preventing bank runs and money laundering by manipulating the incentives 

banks face in screening, accepting, or rejecting different types of business.2 

In experimentally testing the effectiveness of financial soft law standards, we aim to 

contribute significant new knowledge on what has increasingly become policymakers’ default 

tool of choice in the global governance of a variety of international scourges.  Whether it is 

combating money laundering, corruption, nuclear proliferation, tax evasion, terrorism, envi-

ronmental degradation, human-trafficking or a range of other crimes, states, the United States 

and other governments have more and more turned to exactly the kind of privately intermedi-

ated financial restrictions that are the focus of this article (Zarate 2013; Morse 2022). Similarly, 

the development of economic sanctions has seen a move away from direct state-to-state 

measures to restrict trade and toward conscripting banks and other for-profit firms in freezing 

 

 

2 In this paper, we use the term risk as policymakers use it, which is more akin to a probability of being 

caught and facing severe penalties. That is, we use the term to refer to the probability of experiencing a 

negative outcome (e.g., being caught aiding illicit finance) relative to the probability of experiencing a 

positive outcome (e.g., benefiting from the flow of more money), otherwise thought of as an expected 

value.  In contrast, expected utility theorists use the term risk to refer to how specific outcomes are 

valued (e.g., each dollar less than the next [risk acceptance], each dollar the same as the next [risk 

neutrality], or each dollar more than the next [risk aversion]). We do not investigate risk profiles in this 

formal-theoretic sense. See the “Expected Utility, Behavioralist and Organizational Scripts” section. 
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targeted entities out of the international financial system (Morgan et al. 2023). The costs of this 

new global regulatory apparatus are high but are largely hidden as they are imposed on firms 

but also consumers (Sharman 2011). Yet how and whether this new tool of statecraft and global 

governance works in practice is essentially unknown.   

In conducting our study, we worked from regulators’ manuals (e.g., FATF 2012) to 

engineer alternative risk treatments by varying the jurisdiction of company incorporation. Be-

cause of these sharply varying risk profiles (e.g., high or low corruption or terrorism financing 

risk), we can measure respondents’ risk sensitivity in the different rates at which they are will-

ing to engage with would-be customers, and the degree to which they comply with international 

corporate transparency rules. To test sensitivity to varying rewards, the company solicitations 

randomly varied the level of business revenues at $500,000, $3 million, or $30 million.  

The results show that banks are marginally sensitive to negative risk but relatively in-

different to positive reward. Surprisingly, obvious danger signs of corruption, terrorism, or tax 

evasion produced only substantively small variations from the low-risk placebo condition in 

banks’ willingness to transact business with or verify the identity of high-risk corporate cus-

tomers. Increases of one or two orders of magnitude in financial inducements made even less 

substantive difference. Though the results are not conclusive, they cast doubt on the effective-

ness of the global regulations regime relying on banks applying a risk-based approach.  

One possible interpretation of the surprisingly slight sensitivity to risk and reward may 

derive from the idea that individual human behavior cannot be unproblematically extrapolated 

to aggregate institutions.  Even if the overall expected utility of an institution can be calculated 

by its principals, the principals must fashion a set of rules and procedures whereby agents are 

motivated to act in the interest of the institution. Slack, slippage, and agent discretion neces-

sarily alter organizational outcomes away from the goals of the principals (Coase 1937, Nielson 

and Tierney 2003, Hawkins et al. 2006). Thus, an alternative explanation that may partially 

account for the small effect sizes relates to “organizational scripts”: generic diagnostic tem-

plates representing the codification of shared expectations that shape routine institutional 

responses (March and Olsen 1989: 21-26; 1998: 948; Powell and DiMaggio 1991: 15; Barnett 

and Finnemore 2004: 3, 9).  

Beyond academic debates, the study is squarely focused on a topic of great real-world 

importance: when banks get their risk calculations wrong, the results can be highly damaging 
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or even catastrophic, whether it is allowing criminals access to the financial system or precip-

itating general financial crises. The paper provides much more systematic evidence than 

previously available in answering an important question: do banks, the gate-keepers in trans-

national finance, follow global rules in assessing customer risk before granting access to the 

international financial system? The results here cast doubt on the risk-based regulatory ap-

proach. Though the rate of outright non-compliance with identification standards is low in 

absolute terms, the ease of approaching many banks simultaneously online may mean that 

criminals seeking to access the international financial system anonymously can do so relatively 

easily. More broadly, over the last 30 years banks have been a key point of regulatory inter-

vention for international policymakers seeking to stabilize and reform the global political 

economy, yet we lack a robust sense of the causal impact of these interventions. 

Field experiments have recently been the target of strong ethical critiques (e.g., McDer-

mott and Hatemi 2020; Phillips 2021), a challenge this paper takes seriously. It is important to 

stipulate that, unlike many other audit studies, this experiment employed no active deception. 

When contacting banks, researchers used their own names and represented actual, legally 

formed companies pursuing a business interest. In continuing the study, the authors have done 

business with banks and paid bank fees, so the study did not unnecessarily waste bank repre-

sentatives’ time.  In addition to avoiding harms, a major positive ethical rationale for this study 

is the strong policy relevance of the knowledge generated, which in this case is much more 

than fanciful notions of scientific applicability, as earlier iterations of the research have led to 

demonstrable improvement in national and international policies.  Perhaps even more im-

portantly, this experiment is “studying up” in focusing on rich and powerful institutions (Nader 

1974). We emphasize here that, in making judgments about the ethics of field experiments, 

researchers should weigh beneficence alongside concerns for autonomy and justice (Belmont 

Report 1979). This is especially the case in domains where significant harms already occur. 

Why It Matters: Banks, Shell Companies, and Global Banking Rules 

Because most crime is motivated by profit – from tax evasion to corruption to fraud and 

human trafficking – criminals face the challenge of moving dirty money through the interna-

tional financial system while remaining undetected. Banks are mandated to establish the true 

identity and the riskiness of their clients in connection with a range of crimes (terrorist financ-

ing, sanctions-busting, money laundering, tax evasion, etc.), the “Know Your Customer” 

(KYC) rule. Riskier clients should be subject to greater scrutiny by banks and, if necessary, 
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excluded. Some banks that recklessly pursued profit by taking on risky customers have been 

hit with multi-billion-dollar fines, or in extreme cases have been deliberately destroyed by 

sanctions (Zarate 2013).   

A serious obstacle to this goal of banks’ knowing their customers has been the use of 

shell companies. These are companies that have no substantive business activities but that can 

be set up online for between a few hundred and a few thousand dollars in a matter of days. 

Shell companies are nevertheless legal persons that can hold bank accounts and assets. Unless 

banks know the real person behind the shell company holding the account, the account is de 

facto anonymous. Thus, global rules mandate that banks must assess the risk of their corporate 

customers by identifying the real people in control of companies that hold corporate bank ac-

counts. 

These global rules are promulgated by the Financial Action Task Force (FATF 2012, 

2014), the world’s anti-money laundering standard-setter and enforcer, comprised of 37 of the 

world’s most powerful countries. FATF standards have been endorsed by and incorporated 

within the rules of other international organizations, including the United Nations Security 

Council and the International Monetary Fund and have been mandated worldwide through 

FATF-associated regional organizations whose members include nearly every country. Indi-

vidual states are responsible for legislating and implementing the FATF rules, and 

governments’ compliance is publicly assessed by the FATF. States have legislated that banks 

in their jurisdictions must follow international rules centered on the risk-based approach (FATF 

2012). Regulators seek to ensure compliance from banks by manipulating banks’ risk-reward 

calculations (e.g., imposing fines). If too many banks in a given jurisdiction fail to comply, the 

national government may be blacklisted and sanctioned by the FATF (Morse 2022).  

Because governments and international organizations have generally tried to measure 

the effectiveness of the rules by reading laws and regulations on the books and counting inputs, 

rather than ascertaining the standards applied in practice, the effectiveness of these rules is 

unknown. Anecdotal evidence and recurrent scandals, however, give grounds for concern 

(Obermayer and Obermaier 2016; ICIJ 2020).  Academic literature on the subject has noted 

the rapid global spread of anti-money laundering standards (Morse 2022), but has often been 

skeptical of the actual effectiveness of these standards (Sharman 2011; Tsingou 2018). Much 

of this literature laments the lack of hard evidence, however, which complicates related judg-

ments concerning both causal inference and policy effectiveness. An exception is the work of 

Findley et al. (2014), which uses a field experiment to assess levels of compliance with FATF 



 
 

 
 
 

5 

rules among businesses, such as corporate law firms and incorporation services, that form and 

on-sell shell companies. Yet to our knowledge there is no audit or experimental study of banks’ 

compliance with these rules, even though banks are unquestionably the most important private-

sector actors in the global financial system. Our study fills this gap. 

Expected Utility, Behavioralist, and Organizational Scripts 

The FATF rules are centered on the risk-based approach (RBA) FATF (2014). Banks 

that fail the Know Your Customer rule may face fines running into the billions of dollars (Zar-

ate 2013). Yet the chances of even egregious non-compliance by banks being detected, and 

then fines being imposed as a result, are quite small. Though the exact odds are impossible to 

calculate, a United Nations report estimates that only about 1 percent of criminal money in the 

international banking system is detected by authorities (UNODC 2011: 7). A huge leak of bank 

due diligence material in 2020 revealed that international banks had moved $2.1 trillion of 

suspicious funds in 1999-2017, often in transactions involving shell companies whose owner-

ship was unknown (ICIJ 2020). In all but a few cases, banks received no penalties.  

Conversely, it is standard practice that bankers who bring in more lucrative business 

will be rewarded with bonuses and promotion. Banks are, after all, run to maximize profit. The 

net effect of these contrary pressures – minimizing the likelihood of fines for non-compliance 

while maximizing the likelihood of profit through more business – is essentially unknown and 

thus motivates this study. The dominant regulatory principle of the risk-based approach bears 

important similarities with the expected-utility account of behavior, although the term risk is 

used differently. Actors choose between prospective outcomes by comparing expected utility 

values. That is, actors compute the sum of the products of the probabilities of all realized out-

comes (expected value) and apply a preference ordering to the alternatives (Becker 1968).   

The main trade-off consists of evaluating a potential customer for whether it will in-

crease the probability of being caught and facing fines or, alternatively, not being caught and 

yielding substantial profit. Given the low likelihood of detection and penalties, expected utility 

approaches hold that bank directors and frontline agents will focus on maximizing reward, and 

only pay attention to any uncharacteristically high probability of being caught. Taken together, 

if bank directors and agents are both motivated to take on as many clients as possible to max-

imize profits and promotion possibilities, then banks as organizations are more likely to reflect 

this orientation. From an expected utility perspective, we would thus expect low sensitivity to 
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risk but high sensitivity to reward.3 All else equal, bank agents would be less likely to ignore 

or refuse solicitations from high value potential clients than lower value clients, and would be 

less scrupulous in requiring proof of identity from the former than the latter.  

In contrast to an expected utility approach, behavioralism suggests that an array of cog-

nitive biases – in particular, and with special relevance to this study, loss aversion and the 

overweighting of low probabilities – drive people’s judgments away from expected-utility pre-

dictions (Kahneman and Tversky 1979: 279; Tversky and Kahneman 1992: 303; Thaler et al 

1997: 647; Thaler 2015; Davis and McDermott 2021: 153, 165).4 In contrast to expected utility, 

these biases predict that bank directors and frontline agents will exhibit greater concern about 

the probability of being caught and facing fines than to the probability of not being caught and 

receiving rewards. Overweighting of probabilities suggests that bankers will behave as if the 

low odds of being fined for violating regulations by not complying with due diligence rules 

and taking on potentially unsavory customers were in fact significantly higher.  

Loss aversion suggests that bank agents will exhibit higher sensitivity to potential loss 

than to gain and therefore ignore, refuse, or apply extra scrutiny to would-be unsavory custom-

ers who might lead to the bank being fined, because such penalties would damage or ruin the 

career prospects of the agents as well as the directors who bear ultimate responsibility and 

therefore occur in the psychological realm of losses.5  Tversky and Kahneman suggest that loss 

aversion is particularly strong with low probability losses (1992: 297). From a behavioralist 

perspective, unless would-be customers stand to produce particularly substantial gains for the 

banks, we would expect high sensitivity to the prospect of being caught (meaning substantially 

 

 

3 We have only articulated the context in which bank agents are risk neutral. It is possible that agents 

would be risk averse or risk acceptant, meaning that they would value each additional client or dollar 

of profit less than the last, if the averse, or more than the last, if acceptant.   
4 Behavioralist approaches have argued for a variety of effects, but we focus on two of the central 

insights, including loss aversion and overweighting of probabilities. 
5 Loss aversion bears some similarity, but is not the same, as risk aversion. Loss aversion is a behavioral 

phenomenon reflecting different sensitivity to loss than to gain, where an agent could be loss averse 

and at the same time both risk averse or risk acceptant. Risk aversion is a general bias against outcomes 

with high uncertainty even if the expected value of the uncertain and certain outcomes is the same, and 

at times if the expectation of the uncertain outcome is higher than the certain outcome.  
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more non-responses, refusals, and compliance with KYC rules) and low sensitivity to the pro-

spect of substantial gains, unless the expected gains are particularly great. 

Overall, expected utility and behavioralist perspectives expect sensitivity to reward and 

risk, though they differ in the degree to which this sensitivity is manifest. Organizational bank 

sensitivity (or insensitivity) is a product of the aggregated behavior of bank staff, necessitating 

assumptions or arguments about banks’ organizational dynamics. Standard expected utility 

models generally predict that institutions behave like individuals, maximizing expected bene-

fits and minimizing expected costs. Behavioralist models could also be projected similarly, 

though they may have a more difficult time mapping cognitive biases to an organizational level.  

Institutionalist scholars, however, are skeptical that a linear aggregation of the behavior 

of individuals characterizes institutional dynamics. Many important political outcomes may 

only be able to be understood as the collective actions of many individuals behaving together 

under institutional constraints. Institutions are more than merely the sum of the individuals 

within them (Ostrom 1990; North 1990; DiMaggio and Powell 1991; March and Olsen 1989). 

Bank directors may create organizational scripts to encode their expected risk/reward 

orientation to tightly constrain bank agents to behave in line with what bank directors value. 

Rather than each organizational choice being taken separately, decisions are clustered and cat-

egorized into generic classes, and they are linked with equally generic standard responses to 

form scripts. Partly this process of script-writing is deliberate, and sometimes it may aid effi-

ciency in aligning bank director views with bank agent behavior. But just as often it may reflect 

the informal and uncoordinated congealing of habits and routines, which may be deeply patho-

logical for organizational function (Barnett and Finnemore 2004).  

Practically, banks’ procedures for taking on new customers are set down in manuals, 

checklists, training guides, and standard operating procedures precisely to remove individual 

discretion and set a consistent institutional response, as demonstrated by the manuals that have 

been leaked to the public (Collin 2021). Drawing on extensive participant-observation research 

among those in banks applying such rules, Tsingou finds that that money-laundering risk within 

banks is handled very differently to credit or market risk. In practice banks dispense with so-

phisticated models and simplify in line with a few prescriptive rules, reducing “AML 

governance to legible categories through their use of lists and rules” (2018: 203-204). 

In line with this observation, an institutionalist account of large, regulated institutions 

like internationally connected banks expects that organizational scripts will shape bank agent 
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responses. Organizational scripts may be overly constraining and inadvertently promote stand-

ardized generic responses rather than facilitating complex judgments rooted in individual 

weighing of expected losses and profits from business partnerships and transactions. The 

scripts themselves may be overly constraining, or individual cognitive limitations may preclude 

execution of the scripts in line with their intended effects, but either way the organizational 

scripts approach expects little sensitivity to either varying expected losses or profits associated 

with client screening. While it is possible that scripts might be more nuanced and prescribe 

different scripted responses to different stimuli (stronger scrutiny to corruption risk, for exam-

ple), in practice in the anti-money-laundering domain, simplified actions and generic responses 

predominate (Tsingou 2018). 

From a scripts perspective, we thus expect to observe similar rates of response, refusal, 

compliance, and non-compliance across treatment and control conditions. As such, institutional 

scripts generate different predictions – insensitivity to expected costs and benefits (risk and 

reward) – from the other two perspectives – sensitivity to expected costs and benefits (risk and 

reward).  

 

Research Design 

Randomly allocating actors to control and treatment groups helps to address common 

obstacles to causal inference in boosting internal validity. Furthermore, our subjects do not opt 

into the study, and they do not know they are being observed, thus obviating social desirability 

bias and further strengthening internal validity. Because the study includes every reachable 

bank that is connected to the international wire transfer network – effectively the entire popu-

lation of interest – the study also has uniquely strong representativeness to further enhance 

external validity. Research assistants represented agents for 12 shell companies incorporated 

by the authors and made email solicitations to thousands of banks around the world asking to 

set up bank accounts for these companies. 

Subject Pool and Non-Response Checks 

We first compiled a list of the world’s international banks and their contact details. The 

list comes from the Society for Worldwide Inter-bank Financial Telecommunication (SWIFT), 

which allocates codes for the message system that underpins international bank wire transfers. 
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Using this list, research assistants obtained the relevant email address for 5,140 banks. These 

banks included all headquarter banks on the SWIFT list for which contact information could 

be obtained and a stratified random sample of the banks’ branches in each country. We made 

three approaches to each bank and branch, for a total of 15,407 approaches, with a wash-out 

period between each approach to minimize the risk of detection. The approaches were in May-

July 2019, March 2020, and July 2020, with an earlier non-response check in January-February 

2019.  

Email Approaches 

The standard approach template was a message from a representative agent (a research 

assistant) corresponding on behalf of the legally incorporated company, stating the company 

name and jurisdiction of incorporation. In the approach email, the representative specified that 

the company is a consultancy concerned with two of five randomly assigned business areas 

drawn from the actual consulting topics of the beneficial owner/author.6 The researcher acting 

as company agent explained that the company would like to establish a corporate account with 

the bank in the local currency and that the account needed to be able to receive and send inter-

national wire transfers. The email then asked how much money establishing the account would 

cost, how long the process would take, and, crucially for judging rule compliance, what verifi-

cation documents would be required to set up the account, if any. (An example displaying one 

of the ten base emails is shown in the appendix section C3, “Email Approaches,” p.4). 

Approaches were made using specially created email accounts with domain names re-

flecting the name of the company formed. Company names were generated using random four-

letter acronyms and vetted to verify that the monikers were not already well known. For greater 

authenticity, separate websites were established for each company. Communicating via email, 

rather than phone or video call, allows for identical treatments, more accurate coding, and a 

comprehensive record of correspondence. We vetted the emails with several parties, including 

practitioners in the incorporation and banking industries, to ensure that they address the key 

 

 

6 The five topics are development assistance, education and training, impact assessment, feasibility 

studies, and information and communication technology 
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issues of concern to banks and were realistic. Our informants indicated that the email language 

evinced high levels of naturalism. 

Email is a standard medium for communication between banks and customers for both 

legitimate and rogue actors. Often, as in our research design, an agent emails on behalf of the 

principal. The prominence of email correspondence in this context is evidenced in the massive 

data leaks from banks and associated law firms, most famously the Panama Papers (Obermaier 

and Obermayer 2016; ICIJ 2020; Collin 2021). These leaks have revealed email correspond-

ence from those associated with corruption, tax evasion, money laundering, sanction-busting, 

and a multitude of other crimes. Nor is it only small-time crooks using email. Fugitive Malay-

sian Jho Low, who in cahoots with the Prime Minister of the day looted over $5 billion, 

approached a key bank via a Gmail account he formed for the purpose (Wright and Hope 2018: 

125-126).    

Block Randomization and Treatments 

We block randomized assignment to experimental conditions across two strata: bank 

host country and reply or not to the pre-treatment non-response check.  We pre-registered fur-

ther blocking by banks’ status as headquarters or branches, their membership in the group of 

Global Systematically Important (GSI) Banks (see Appendix C5, p.7), and their host country’s 

category: OECD, offshore jurisdiction, or developing. Blocking by host country – by far the 

most relevant unit driving the regulatory environment – obviated the need for the stratum cat-

egorizing country type. The other two planned blocks were not employed due to the already 

small size of the blocks generated under country and prior response. These block randomization 

decisions represent deviations from the pre-analysis plan. Nevertheless, we control for country 

type, headquarter vs. branch, and GSI banks in estimation and show orthogonality/balance sta-

tistics for these covariates in the appendix (C5, Table A.2, pp.7-8). The presence or absence of 

these covariates does not substantively alter the experimental results reported here.7 See Ap-

pendix E2d, Tables A.11 - A.12, pp.15-16.  

 

 

7 While including the covariate for GSI banks does not substantively alter results, as seen in Tables A.11 

– A.12, subsetting only on the GSI banks themselves suggests that the large global banks may be more 

sensitive to some risks, but the results are not strong as the extremely small number of observations 
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The variation between control and treatments arises from the different jurisdictions of 

incorporation.8 International and national standards mandate that banks assess the riskiness of 

potential clients in part based on their country of origin (FATF 2012, 2014). Thus, a company 

from a country ranked poorly on Transparency International’s Corruption Perceptions Index 

should be assigned a higher risk than a firm from a country perceived to have low corruption, 

all else equal. Countries have varying risk profiles for laundering money, financing terrorism, 

being a tax haven, and other concerns. In her participant-observation research with bank com-

pliance officers, Tsingou finds that national origin is usually the dominant factor in assessing 

customer risk (2018: 202; see also Collin 2021). The authors’ own attendance at banking com-

pliance industry events confirms this verdict. These sources further corroborate that bank 

agents work with a highly abstracted and simplified picture whereby countries are reduced to 

a few key risk factors via relatively crude metrics and rankings (Sharman 2011; Morse 2022). 

Crucially, according to the international standard for the risk-based approach, high-risk solici-

tations should get fewer replies, more refusals, and stricter application of customer due 

diligence by banks than low-risk solicitations epitomized by our placebo companies from Aus-

tralia and New Zealand.  

The first jurisdiction treatment is designed to learn whether soliciting offers for bank 

accounts from companies formed in the United States, arguably the hegemon in global eco-

nomic governance, affects the response and compliance rate relative to our placebo 

jurisdictions. The United States government has been particularly aggressive in applying extra-

territorial law enforcement measures and against banks (Zarate 2013). We formed one com-

pany each in Delaware and California. We also formed two companies in the United Kingdom, 

a leading financial center. 

Our offshore treatment aims to learn whether approaches to banks from companies in-

corporated in stigmatized tax haven jurisdictions are more or less likely to elicit a compliant 

response from banks. Offshore centers have been targeted by various multilateral regulatory 

 

 

preclude convergence of the maximum likelihood estimator. We include the script/results with the rep-

lication data so that the basic (non-converged) results can be observed. 
8 Additional experimental conditions varied the language in the emails, providing additional information 

“primes” regarding relevant international law. Descriptions of these treatments and empirical findings 

are reported elsewhere. 
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initiatives and have suffered extensive reputational damage with adverse media coverage 

(Obermayer and Obermaier 2016; Morse 2022). We formed companies in the British Virgin 

Islands, the most popular single offshore shell company jurisdiction with roughly 500,000 ac-

tive companies on its registry, as well as the Seychelles, another stereotypical offshore center 

hosting more than 100,000 shell companies. 

High corruption risk is signaled by companies incorporated in countries perceived to 

have major corruption problems. We formed companies in Papua New Guinea (ranked 142nd 

of 180 countries on the 2020 Corruption Perceptions Index) and Bangladesh (ranked 146th). On 

the same principle that, according to international standards, the country risk is transferred to 

its corporate citizens, we formed a trust and are still in the process, more than three years later 

and counting, of forming a company in Pakistan.9 We expected both Pakistani entities to signal 

a high terrorism-financing risk. Pakistan has earlier played host to the Taliban and leadership 

of al-Qaeda, as well as a variety of other terrorist groups. Moreover, Pakistan ranked fifth on 

the 2017 Global Terrorism Index. The placebo condition was an inquiry originating from either 

the Australian or New Zealand company.  

We note here that there are many other features of the countries in our treatment cate-

gories that differ; Australia and New Zealand are hardly equivalent on many dimensions, and 

the same is true for BVI and Seychelles, and PNG and Bangladesh. Our contention is that for 

the purposes of signaling financial risk, bank agents will likely see the paired countries as sim-

ilar. It is important to acknowledge, however, that we cannot entirely rule out the possibility 

that these jurisdictions may trigger cultural biases among some respondents aside from our 

intended risk treatments. We investigate possible differences in treatment effects between 

countries in the treatment categories in appendix Table A.13 (E2c, p.14) and Figure A.2 (ap-

pendix, E2e, p.18) and find general similarity. 

As well as treatments creating low- and high-risk corporate customer profiles, further 

treatments created variation between lower- and higher-value customers. This reflects the per-

vasive assumption that banks trade off risk against potential reward, and that customers 

 

 

9 The fact that the company was still in the process of being formed was disclosed to banks and inter-

mediaries in correspondence. 
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offering larger returns to banks may receive more favorable treatment compared to those of-

fering smaller returns. Specifically, banks may be more likely to reply positively to wealthy 

companies and less likely to scrupulously apply relevant rules relative to lower-value custom-

ers. 

We varied the reward by randomizing the recent turnover of the business disclosed in 

the initial email approach, given that higher revenues can be expected to generate higher fees 

for banks. The research assistant specified the amount of recent business, randomly assigned 

at “more than” three levels: $500,000, $3 million, and $30 million (the last of which represents 

the author owner’s total revenue in research grants in the preceding years and thus reflects 

truthful information). 

Outcomes and Coding 

Coding was completed on the basis of the email correspondence. The first outcome was 

no response at all, which could indicate either disorganization, a commercial judgment that the 

inquiry is not worth answering, or a form of “soft screening” risk management to turn away 

undesirable potential clients. Given the high proportion of non-response revealed in the results, 

we devote a separate section to this in the discussion of the findings. 

The second outcome was a refusal to do business, with or without a reason. This was 

coded as an independent, nominal category. Third, banks could indicate a willingness to open 

an account, but require photo ID verification documents. This was coded as compliant. This 

coding was a simplified version of the documents required by FATF rules (FATF 2012, 2014, 

2019). Most important, and therefore key to our coding rules, is identification evidenced by a 

verified copy of a government photo identity document, usually a passport, or an in-person 

visit to the bank to establish identity.  

Third, we coded required ID for the person ultimately in charge of the company, called 

the beneficial owner, as narrow compliance. We separately coded required ID for any company 

representative as broad compliance. The descriptive statistics and analysis shown below are for 

narrow compliance (see appendix E2e, Table A.14, p.19 for descriptive statistics for broad 

compliance). The experimental findings are qualitatively similar for broad compliance (shown 

in appendix E2e, Figure A.3, p.20). We use narrow compliance here to align with FATF stand-

ards requiring identification of the beneficial owner. Alternatively, verifying only the 
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credentials of a company agent or nominee as in broad compliance, even with photo identifi-

cation, removes the ability of law enforcement to connect suspicious transactions to the person 

ultimately in charge of the company, and thus violates FATF rules.  

Fourth, banks coded as non-compliant failed to specify required identification after re-

peated follow-up. Banks that are willing to open an account without this supporting 

documentation to establish the customer’s true identity were coded non-compliant because they 

are breaking international rules by offering what amounts to an anonymous or untraceable bank 

account. Without customer identification, it is difficult or impossible to find the person who 

controls the account via the company, and thus that person can commit financial crimes with 

impunity. 

Hence there are four outcomes: no response, refusal, compliant, and non-compliant. 

Emails were independently coded by two research assistants for accuracy and consistency, with 

discrepancies adjudicated by a third, senior coder. The frequencies and percentages across the 

outcome conditions for the different categories of bank host countries, bank types, and experi-

mental conditions are shown in Table 1. We note that some substantive differences emerge 

across descriptive categories, especially for offshore jurisdictions compared to OECD host 

countries, with smaller but still meaningful differences across branch vs. headquarter banks 

and Global Systematically Important Banks compared to the rest. While, on average, only 3.2 

percent of the sample including non-responses proved non-compliant by failing to demand ID 

documents, this number was 13.8 percent of responses received, suggesting opportunity for 

anonymous banking. Difference in proportions tests analyzing the effects of treatments on out-

comes are shown in Appendix E2b, Table A.9, pp.13-14. 

What about the danger of a “bait and switch” tactic, whereby banks might indicate one 

set of requirements in their initial response and then later change from compliant to non-com-

pliant (or vice versa) further along in the process? To guard against this, we selected a random 

sample of 30 banks offering compliant and non-compliant responses to be engaged in extended 

correspondence after the initial round. Through multiple replies and responses via email but 

also on phone calls, this process aimed to go to the penultimate step of account opening, and it 

sought to press those banks specifying a need for customer identification to relax this require-

ment. None of these 30 banks flipped their response, though two did indicate some slight 

softening of their compliant responses (changing an initial request for proof of identity of all 

shareholders to identifying only the majority shareholder, both of which count as compliant in 

the coding scheme). Finally, we set up a company bank account in Belize, paying all fees and 
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transferring money into the account; the (stringent) Know Your Customer requirements re-

mained consistent throughout the process, as initially advertised.  

Though banks are responsible for on-going monitoring of accounts, huge leaks of 

banks’ confidential risk management correspondence in September 2020 confirmed that cus-

tomer risk assessment is mainly concentrated at the point of first engagement (ICIJ 2020). The 

initial decision as to whether customers are granted bank accounts becomes even more im-

portant given that these same leaks show that on-going monitoring reports sent to the 

authorities on existing customers are often not even read. 
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      Outcome 

Category Sub-Category 
 

Non- 
Compliant Compliant Refusal 

No  
Reply Total 

Descriptives for Observational Indicators 
Bank Host 
Country Type 

OECD N 208 141 1,444 5,613 7,406 
 % 2.81 1.90 19.50 75.79 100.00 
Offshore N 42 104 232 665 1,043 
 % 4.03 9.97 22.24 63.76 100.00 
Developing N 245 389 782 5,542 6,958 
 % 3.52 5.59 11.24 79.65 100.00 

Branch vs. 
Headquarters 

Branch N 247 244 1,307 7,462 9,260 
 % 2.67 2.63 14.11 80.58 100.00 
Headquarters N 248 390 1,141 4,334 6,113 
 % 4.06 6.38 18.67 70.90 100.00 

Global Sys-
tematically 
Important 
(GSI) Bank 

Not GSI Bank N 451 600 2,178 11,105 14,334 
 % 3.15 4.19 15.19 77.47 100.00 
GSI Bank N 44 34 280 715 1,073 
 % 4.10 3.17 26.10 66.64 100.00 

Descriptives for Experimental Conditions 
Jurisdiction 
Conditions 

Jurisdiction 
Placebo 

N 173 241 875 3,859 5,148 
% 3.36 4.68 17.00 74.96 100.00 

Corruption N 33 40 171 995 1,239 
 % 2.66 3.23 13.80 80.31 100.00 
Terrorism N 38 42 218 1,012 1,310 
 % 2.90 3.21 16.64 77.25 100.00 
Offshore N 52 34 189 977 1,252 
 % 4.15 2.72 15.10 78.04 100.00 
US Origin N 36 51 198 1,048 1,333 
 % 2.70 3.83 14.85 78.62 100.00 
UK Origin N 163 226 807 3,929 5,125 
 % 3.18 4.41 15.75 76.66 100.00 

Money Money $500k N 172 217 775 3,983 5,147 
Conditions  % 3.34 4.22 15.06 77.38 100.00 
 Money $3M N 160 217 852 3,891 5,120 
  % 3.12 4.24 16.64 76.00 100.00 
 Money $30M N 163 200 831 3,946 5,140 
    % 3.17 3.89 16.17 76.77 100.00 
Total  N 495 634 2,458 11,820 15,407 
  % 3.21 4.12 15.95 76.72 100.00 

Table 1: Outcome Frequencies and Percentages Across Categories and Experimental Conditions. 
The table displays cell sizes and proportions for each outcome for the different values of treatments and 
covariates. Country origins used for jurisdiction experimental conditions were Australia and New Zea-
land for the placebo, Bangladesh and Papua New Guinea for Corruption, Pakistan (one company and 
one trust ) for Terrorism, and British Virgin Islands and Seychelles for Offshore.  

 

Data Analysis 

The estimation of results faces some unique challenges, specifically that we have four 

outcomes, three of which (compliance, non-compliance, and refusal) are contingent on another 
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(response). Treating this as a selection process comes with challenges, and we consider that 

possibility below. However, current best analysis practices indicate that it is preferable to “flat-

ten” the sequential outcomes and treat them as four categorically distinct possibilities (Slough 

2021). As pre-registered and deposited prior to data collection in our pre-analysis plan, data 

analysis employs multinomial probit estimation to consider treatment effects alongside covari-

ates on all four outcomes simultaneously.  

As pre-registered, in the appendix we also report difference-in-proportion tests com-

paring each treatment condition to the control. The results are substantively similar (see E2b, 

Table A.9, pp.13-14). Also as pre-registered, we report selection models in the appendix. The 

logic behind the selection model is that three of the other outcomes – compliance, non-compli-

ance, and refusal – can only be observed if a subject responds. As such, response acts as a 

hurdle or gate-keeping stage in estimation. In our case, we do not have instruments to identify 

separate stages of a selection model that satisfy the non-excludability requirement, so we draw 

on the estimation technique developed by Sartori (2003), which allows the same variable to 

identify both stages. Again the results are similar to those reported here (see appendix E2c, 

Table A.10, pp.13-14). Below we discuss the most important elements of our findings: the high 

proportion of non-responses, but most especially the limited sensitivity of banks to both vary-

ing risk and varying reward among their corporate customers.  

Non-Response: Soft-Screeners or Never-Responders? 

Before experiment launch we used five different email scripts, randomly assigned to 

the banks, to perform pre-experiment response checks, each asking innocuous questions about 

international transfers and potential upgrades to a merchant account to process credit-card pay-

ments. Both are widely offered services but not necessarily discernible from bank websites. 

The response checks revealed that more than 75 percent of banks did not respond to our innoc-

uous inquiry, setting a critical baseline level of subject responsiveness to any email inquiry.  

Excluding auto replies, the response rate for banks to our experimental email solicita-

tions was 23.3 percent (i.e., including compliant, non-compliant, and refusal responses): 3,587 

responses from 15,407 solicitations. The response checks had predicted roughly this level of 

replies. A 23.3 percent response rate is strong relative to much experimental research in busi-

ness, but it still warrants investigation, both on its own account, and in terms of what it means 

for the conclusions that can be drawn from the replies that we did receive.  
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A key question is whether the banks and firms not replying to the solicitations were 

“soft-screeners,” i.e., deliberately managing risk by taking decisions to ignore the messages, or 

“never-responders,” who simply never respond to any international email approaches, perhaps 

because they are unable or unwilling to cater to foreign customers.  

Soft-screeners are relevant to our study because they could potentially provide access 

to the international banking system in a compliant or non-compliant manner. Even if they did 

not reply to our solicitations, other different approaches from prospective foreign clients might 

induce them to do so. On the other hand, because “never-responders” never provide access to 

the international banking system, by definition they are less relevant to a test of the conditions 

under which it is possible to access that system. We took some additional steps, which suggest 

that the large majority of the non-responses are “never-responders,” and hence not a particu-

larly relevant population for the aims of this study. Indeed, in our regression models, by far the 

strongest predictor of lack of reply in the experiment is non-response in the earlier check. This 

ameliorates, but does not entirely solve, the challenges to interpreting results.  

Also prior to the launch of the experiment, we randomly sampled 95 of the banks that 

did not respond to these earlier checks and phoned them to ask why they failed to reply. Many 

banks lacked a phone number, and we were unable to contact them. For the rest, we used a 

Google Voice number to contact each bank, and each were called between Monday and Friday, 

from 9 am to 5 pm in the institution’s local time. Many calls continued to ring with no answer. 

Several banks had the call dropped before any contact was made. A large majority of banks 

(more than 75 percent) could not be contacted on the phone number they provided on their 

website. The phone-call approach primarily revealed that many international banks do not an-

swer their phones. 

As a final step, in the analysis of the data we made reasonable assumptions about the 

group of likely soft compliers and soft refusers. We provide more details in the Appendix (E2d, 

Tables A.11 and A.12, pp.13-14). To identify possible soft compliers or soft refusers, we iden-

tified all banks that responded in at least one of the experiment rounds or non-response checks 

and then identified the rounds in which those same banks did not respond and recoded those 

outcomes. More specifically, we recoded non-response to either compliance (for one analysis) 

or to refusal (for a second analysis), leaving the non-response category for banks that never 

responded in any round. This reduces non-response by about 20-percentage points and thereby 

increases compliance and refusal. In conducting the analysis with the recoded data, the results 
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are substantively and statistically similar to the main results reported here (see E2d, Tables 

A.11 - A.12, pp.13-14). 

Treatment Effects 

Beyond the baseline result of having a viable number of replies, the second major en-

dorsement of the research design is that in some instances banks did react to some jurisdiction 

treatments. In our pre-registered hypotheses, we predicted increases in non-response for all 

jurisdiction conditions save the U.K. (which was expected to be similar to placebo). We further 

expected decreased compliance rates for the Corruption and Terrorism conditions but increased 

compliance for the U.S. and Offshore treatments. We also anticipated increased refusal and 

decreased non-compliance rates for the U.S., Terrorism, and Offshore conditions along with 

increased refusal but no change from baseline for non-compliance in the Corruption condition. 

Several of these predictions found support in the results, but others did not, producing mixed 

findings for our hypotheses. See Figure 1.  
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Figure 1: Effects on Bank Responses from Jurisdiction Treatments. The figure displays a coefficient 
plot of point estimates (dots) and 95-percent confidence intervals (lines). Confidence intervals that over-
lap the vertical line at zero are not significant statistically at the 95-percent level. 

 

 

All the jurisdiction treatments caused significant increases in non-response rates. The 

Corruption condition caused a statistically significant 5.1-percentage-point increase in non-

response, which represents a 6.4-percent increase from the base non-response rate of 76.7 per-

cent. The Terrorism, Offshore, and U.S. Origin conditions likewise caused roughly 3-4 

percentage-point increases in non-response (4-5 percent increases from the base rate). The U.K. 

treatment caused an unanticipated 1.8 percent increase in non-response (2.3 percent from the 

base). All of these increases in non-response are small substantively, but they nevertheless 

provide statistically significant evidence of soft-screening by some banks. This is evidence in 

favor of the behavioral model especially, though it is weakened by the relatively small substan-

tive effects. The small substantive effects provide some qualified support for the organizational 

scripts arguments, suggesting that banks script contingent sensitivity to risk only to a limited 

degree. 

The Corruption condition caused statistically significant decreases in the rates of com-

pliance and refusal of 1.6 and 3.0 percentage points, respectively. While these effects again are 

small substantively, when considered as 7-13 percent of all responses, the results appear less 

trivial. The Terrorism and Offshore conditions likewise caused significant decreases in the 
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compliance rates of 1.8 and 2.1 percentage points respectively (8-9 percent of all responses). 

These results suggest that the banks that would have been compliant (or refused service) in the 

control condition are most likely failing to respond to the higher-risk customers in treatment 

conditions. We read this as evidence of soft screening. This represents some good news for the 

risk-based approach to KYC compliance, but arguably only on a relatively small scale. These 

effects are substantively smaller than might be expected given the FATF guidelines. The sub-

stantively small results also stand in contrast to predictions made by international political 

economy scholars in a survey conducted prior to fielding the study (see appendix E1, Figure 

A1, p.11 and Tables A5 and A6, pp.11-12). 

Banks also proved largely insensitive to the reward treatments, save for the unexpected 

result that the intermediate level of turnover – $3 million – caused a statistically significant 

decrease of 2.1 percentage points in non-response and a 1.8 percent increase in refusals com-

pared to the baseline of $500,000. However, the $30 million in turnover produced responses 

statistically indistinguishable from baseline (and the $3 million condition) at the at the .05 level 

of significance.10 See Figure 2. Still, the substantive effect sizes for the $3 million treatment 

were again small, and the decreased rates of non-response and increased refusal are – especially 

when considering the null results for the $30 million condition – nonsensical at worst and, at 

best, difficult to interpret.  

 

 

10 We note that the increase in refusal rate in the $30 million condition is significant at the 0.1 level. 

Again, this result was unanticipated and difficult to explain from an expected-utility perspective. Re-

gardless, it is small in substantive terms. 
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Figure 2: Effects on Bank Responses from Money Treatments. The figure displays coefficient plots 
with dots representing point estimates and lines representing 95-percent confidence intervals. CIs over-
lapping the vertical line at zero are not significant statistically. 

 

The jurisdiction findings indicate marginal sensitivity to increased risk, though the ef-

fects of the money treatments suggest little sensitivity to reward. Given that the money 

conditions produced small effects that are difficult to interpret, the results may, on balance, be 

said to favor behavioral over expected-utility accounts. This is reinforced by the vanishingly 

small risk of criminal prosecution and the fact that the potential rewards from customers with 

$30 million in revenues are non-trivial.  

These same substantively limited findings are furthermore important for policy-makers, 

in that they cut against the central principle of the global regulatory regime designed to combat 

transnational financial crime: as a rule, banks appear to only marginally assess customer risk 

in granting or withholding shell companies’ access to the international banking system. Perhaps 

even more surprisingly, banks are relatively indifferent to increased customer monetary value 

in fielding solicitations. 

It might be argued that the relative insensitivity to risk and reward is more in line with 

the expectations of organizational scripts: the idea of generic, standardized institutional re-

sponses to fulfilling recurrent and repetitive organizational tasks, such as the procedure for 

opening new corporate accounts. Scripts tend to be resistant to the imposition of finely grained 

differentiation and considerations of individual judgment. Indeed, much of the essence of 
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scripts is to encourage consistency and conformity (March and Olsen 1989). Regulators have 

sought to transfer to banks complex and delicate questions of differentiating between customers 

to establish different levels of customer risk and differential treatment. The evidence suggests 

that banks have responded by, at best, producing operating procedures that respond to risk 

mostly at the margins. 

Aligned with these results, Tsingou finds that sophisticated risk models to counter 

money laundering are ignored in practice as bankers default to simple, generic rules of thumb 

in performing customer due diligence (2018).  The authors’ attendance at banking compliance 

industry events supports this impression of conformity and standardization, with one attendee 

summarizing the ethos as “if you’re average, you’re awesome.” We emphasize, however, that 

the evidence in favor of organizational scripts here is merely suggestive and is found mostly in 

the breach. A more dispositive test of organizational scripts would require fuller examination 

of the response texts themselves to examine evidence of textual patterns of similarity across 

replies. 

Increasingly critical public comments from regulators themselves lament that  banks 

fail to distinguish between high- and low-risk customers, and instead adopt a generic “tick-

box” (check-box) approach. Thus the FATF President complained to the G20 finance ministers 

about “a widespread failure in effective supervision and compliance of anti-money laundering 

measures… Supervisors and compliance officers in banks and companies are meant to under-

stand and mitigate the financial crime risks they face. But at the moment, most take a basic 

tick-box approach: they make sure forms are filled in correctly but don’t focus on the real risks” 

(Pleyer 2021). The FATF Executive Secretary has spoken in similarly damning terms: “When 

we look at the measures, the preventative measures that we expect banks to take...  There’s a 

100% failure rate... all too often it just becomes a tick-box process.  People do it because they 

think they have to, their supervisors say they have to... They’re not applying a proper risk-

based approach” (Lewis 2019). Perhaps surprisingly, major banks themselves agree, openly 

asserting that they are regulated on the basis of ritualized compliance with the letter of the 

regulations, which are divorced from and indifferent to detecting and responding to the real 

risks (Wolfsberg Group 2018). Our experimental results support this gloomy picture. 

Banks’ relative insensitivity to reward is important in helping to disconfirm another 

potential explanation: perhaps banks have no inherent interest in screening out criminals (after 

all they are profit-makers, not law enforcers), and are willing to take their chances given the 
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low probability of sanctions. Such an explanation might accommodate accepting likely crimi-

nals at the same rate as low-risk corporate customers, but it cannot explain banks’ tendency to 

accept high-rollers at the same (or even lower) rate as firms with much smaller turnover.  Banks 

are also refusing potential customers at relatively high rates (especially compared to compliant 

and non-compliant responses), but they only marginally discriminate in their refusals based on 

either risk or reward.  

Considerations Involving Research Ethics 

Are these scientifically interesting and policy relevant findings justified ethically? 

Strong criticisms have been raised about the social harms of field experiments and their appar-

ent violations of the bedrock principles of justice and autonomy (McDermott and Hatemi 

2021). We are sensitive to these criticisms, but we also note that a deontological preoccupation 

with violations of rules may overlook pragmatic matters related to the principle of beneficence 

– that research should be undertaken for the social good – and that minimal harms to research 

subjects may be outweighed by major benefits of knowledge acquisition. The principle of be-

neficence motivated this study since systematic, credible information on banks’ compliance 

with global transparency rules to counter serious crime is almost entirely missing and, thus, 

hamstrings governments’ ability to see problems and fashion policy remedies. 

We undertook multiple measures in this study to minimize potential harms and other-

wise ensure ethical research conduct. First, we employed no active deception in our 

communication with banks. Rather than use aliases that may have enabled greater experimental 

control and minimized expense, we legally incorporated 12 companies in 9 jurisdictions. Re-

searchers using their real names acted as representatives of the companies in their 

communication with banks. No correspondence from researchers contained untruthful state-

ments. 

Second, components of the study involve the establishment of bank accounts, the de-

positing of money, and the payment of bank fees, so some banks receive financial benefits from 

business with our companies. The study is not wasting bank representatives’ time since, as part 

of their normal routines, they communicate with potential customers under the expectation that 

the correspondence may – but not necessarily will – lead to earnings. That was the case here. 

What is more, we estimate that bank representatives on average took less than five minutes to 

respond to our inquiries, and they generally did so with boilerplate language used in frequent 

correspondence.  
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Third, all communication is kept strictly confidential and all data is thoroughly anony-

mized before deposit in a replication archive. Such precautions help to minimize any potential 

harms to subjects from the study. Nevertheless, reducing harms should not cause us to lose 

sight of researchers’ duty to undertake studies aimed at the public good. Social scientists as 

citizen investigators should feel an obligation to perform such research, especially by “studying 

up” in scrutinizing powerful institutions and organizations. Such studies can do much to en-

hance knowledge and inform policy-making. 

Conclusion 

The results of our global field experiment provide only limited support for the predic-

tions of conventional expected-utility perspectives on risk and reward, but also new alternative 

mechanisms taken from behavioral economics and political psychology. Despite epitomizing 

the capitalist orientation to profit and loss in popular discourse, this experiment shows that 

banks are only marginally sensitive to reward and risk in dealing with corporate customers 

seeking bank accounts. One potential option for drawing firmer implications for what these 

results mean for a more institutionalist view premised on scripts may be to disaggregate out-

comes to the level of phrases and words in email responses. Rather than coding emails into one 

of a few categories, and thereby potentially losing much of the information available, it may 

be possible to better identify scripts and test for their possible effects by analyzing the text as 

data to look for systematic variation in phrasing and content. 

Our findings are important in policy terms in demonstrating that the major principle of 

banking regulation, the risk-based approach, has limited effectiveness, supporting earlier skep-

ticism on this score (Sharman 2011; Findley et al. 2014; Tsingou 2018). The faith shown by 

international organizations and governments that they can delegate complex risk judgments to 

banks in screening out criminal money is only weakly supported in the experimental results. 

There is some reassurance to be taken from the fact that the overall level of non-compliance is 

low, in that only a small minority of banks (3.2 percent of all contacted banks, which was 13.8 

percent of received replies) were willing to provide corporate bank accounts without identify-

ing the beneficial owners (in line with Morse 2022). On the other hand, given the ease of web 

searches and email correspondence, criminals determined to find one of these minority of non-

compliant banks would, on average, be able to do so by sending 30 emails or so – and thereby 

enter the financial system anonymously. 
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More broadly, these findings suggest caution in seeking to explain institutional-level 

behavior on the basis of the individuals within them, or via an analogy that institutions are 

simply individuals writ large. Despite their traditional focus on institutions and collective ac-

tors rather than individuals, and their general aversion to single-site studies, IR scholars have 

rarely embraced the advantages of field experiments. However, this study shows how institu-

tions can be experimental subjects and that such experiments can achieve truly global coverage. 

Institutionalist theory can be tested and enriched experimentally.  
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