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Abstract
External validity captures the extent to which inferences drawn from a given study’s sample apply to a broader population or other target populations. Social scientists frequently invoke external validity as an ideal, but they rarely attempt to make rigorous, credible external validity inferences. In recent years, methodologically-oriented scholars have advanced a flurry of work on various components of external validity, and this article reviews and systematizes many of those insights. We first clarify the core conceptual dimensions of external validity and introduce a simple formalization that demonstrates why external validity matters so critically. We then organize disparate arguments about how to address external validity by advancing three evaluative criteria: Model Utility, Scope Plausibility, and Specification Credibility. We conclude with a practical aspiration that scholars supplement existing reporting standards to include routine discussion of external validity. It is our hope that these evaluation and reporting standards help re-balance scientific inquiry, such that the current obsession with causal inference is complemented with an equal interest in generalized knowledge.
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1 Introduction

Lewis Carroll’s *Alice’s Adventures in Wonderland* tells the story of Alice falling down a rabbit hole into a psychedelically strange location that became all-encompassing to the point that Alice confused reality with fantasy. Echoing Carroll (1865), in a 2015 issue of *The New Yorker* Kathryn Schulz suggests that “These days...when we say that we fell down the rabbit hole, we seldom mean that we wound up somewhere psychedelically strange. We mean that we got interested in something to the point of distraction—usually by accident, and usually to a degree that the subject in question might not seem to merit” (Schulz 2015).

We fear that the social sciences have fallen down an internal validity rabbit hole to an unmerited point of distraction. Over the past 30 years, the credibility revolution — focused on design-based, internal validity — has contributed to major scientific breakthroughs across various fields (Angrist & Pischke 2010, Pearl & Mackenzie 2018). Indeed, tens of thousands of causally well-identified studies are now complete or in progress, which is unequivocally a positive development (see Druckman, Green, Kuklinski & Lupia 2006, Angrist & Pischke 2010, Samii 2016). However, it is often unclear how the results of many internally-valid studies apply beyond their immediate objects of investigation. This is a grave problem. Although social scientists study particular features of the social world, ultimately they care about making inferences beyond the data at hand, which is “the ultimate goal of all good social science” (King, Keohane & Verba 1994, 8,34). Indeed, *inference* is what sets social science apart from history and other idiographic disciplines. Without the ability to apply findings from specific studies to the wider world, an inference is of little interest. It is time that political scientists (and other social scientists) take external validity more seriously.

The concept of external validity has existed for decades (e.g. Campbell 1957). In its most basic form, external validity captures the extent to which inferences drawn from a given
study’s sample apply to a broader population or other target populations. When an inference concerns the broader population of a pre-defined sample, the literature refers to it as one of generalizability (Lesko, Buchanan, Westreich, Edwards, Hudgens & Cole 2017). By contrast, when an inference applies to other target populations, it corresponds to transportability (Pearl & Bareinboim 2014). All credible external validity inferences—whether they refer to generalizability or transportability—need to account for multiple dimensions. To date, social scientists have grouped these dimensions under Shadish, Cook & Campbell’s (2002) UTOS framework, which refers to Units, Treatments, Outcomes, and Settings. Given that the more recent literature stresses the importance of Mechanisms and Time for external validity, we regroup these dimensions under the broader framework of $M − STOUT$.

As with internal validity, which begins from a fundamental problem of causal inference, external validity faces a similar challenge. Although some have suggested a fundamental solution to the problem of external validity (Bareinboim & Pearl 2013, Bareinboim & Pearl 2016, Marcellesi 2015), it is generally impossible to fully approximate or accurately account for external validity in its entirety. Notably, inferences about the future can never be verified at the time of a study, and causal interaction between the mechanism $M$ and other $STOUT$ dimensions makes external validity more difficult to obtain in practice than conventional random sampling presumes (Muller 2015).

This article on external validity advances three core goals. First, on a broad scale, the article serves as a call to make external validity an equal partner with internal validity/causal inference in scientific progress. There is a fast-emerging methodological literature on external validity, covering generalizability, transportability, and the $M − STOUT$ dimensions. However, this literature is not very coherent, which is perhaps one reason why social scientists in all disciplines rarely apply the insights from methodological work on external validity. To

---

1Causal inference involves counterfactual reasoning, but the fundamental problem of causal inference is that the counterfactual for any internal validity inference can never be observed. Scholars attempt to overcome the fundamental problem of causal inference through random assignment of the independent variable of interest to treatment and control groups, which helps approximate the unknown counterfactual as the sample size increases to infinity. For more, see Holland (1986) and Imbens & Rubin (2015).

2Leamer (2010) refers to causal interaction issues as ones related to “interactive confounding variables”.
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better understand the disconnect between the methodological and applied work, we coded over 1,000 randomly-sampled articles from twelve social science journals to gauge how they address external validity. Roughly 65% of the articles in this sample contain direct or indirect mention of external validity. Nevertheless, only an exceptional few contained a dedicated external validity discussion, and even those articles made limited and sometimes inaccurate external validity inferences.

Second, we review the literature on the conceptual dimensions of external validity and then clarify the meaning of external validity. In particular, the article synthesizes the insights from the methodological literature on external validity to clarify the various dimensions of $M - STOUT$, the causal interactions across them, and the distinction between generalizability or transportability. Little applied work makes the distinctions that the methodological studies articulate, which has led to many inaccurate inferences about external validity.

Third, precisely because achieving external validity is not straightforward, Section organizes theoretical and methodological advice from the literature by advancing three evaluative criteria. Model Utility refers to the utility of a model that organizes the inference(s) from a sample or research synthesis. Scope Plausibility refers to the extent to which a study’s sample dimensions and population counterparts are plausibly selected and developed. Specification Credibility refers to the extent to which theoretical and empirical methods provide defensible inferences that inform theoretical population(s) of interest. Studies that make credible inferences about generalizability need to approach the ideal of estimating the Population Average Treatment Effect (PATE). By contrast, studies that make credible inferences about transportability need to approach the ideal of estimating the Target (population) Average Treatment Effect (TATE).

A robust set of evaluative criteria not only provides guidance to help avoid the above pitfalls but can also ensure that all studies are held to the same standards. Studies on the

---

United States or France, for example, need to be subject to the same scrutiny as work on Malawi, Myanmar, or historical Palau. Giving studies a free pass on external validity because they are studying western, educated, industrialized, rich, democratic, or populous countries is unscientific, and yet, unquestionably the norm (see Henrich, Heine & Norenzayan 2010, Wilson & Knutsen 2020). Nevertheless, we wish to emphasize that the results derived from samples need not apply universally to justify their importance. A study of Malawi may not apply far and wide, just as a study of the U.S. may not. If a study in Malawi applies to only two other countries, and a study of the U.S. applies to only two other countries, that is acceptable. An elevated role for external validity in the social sciences means that scholars should rigorously understand the level of external validity, report on it accurately, and apply those same standards to all studies.

A key theme in the literature is the difference in how experimentalists and observationalists approach external validity. In reviewing this literature, we conclude that both groups need to improve their external validity inferences. Experimentalists (including natural experimentalists) appear largely not to care much about external validity, and their work has huge limitations with respect to sample selection bias (i.e., the \( S, U, \) and \( T \) in \( M - STOUT \)). Observational researchers, for their part, appear to have a false sense of security about external validity. For example, contrary to popular belief, large-\( N \) time-series cross-sectional data do not build in external validity in by design. Even if we assume that observationalists solve sample selection issues using pooled or random samples that preserve the integrity of the representativeness (a heroic assumption), observational work often relies on poor indicators for treatments and outcomes, suggesting large problems with variable selection bias (i.e., the \( T \) and \( O \) in \( M - STOUT \)). Eliding the seriousness of the time dimension and failing to engage external validity in a transparent, falsifiable way are drawbacks for both experimentalists and observationalists, too.

As the internal validity boom crowds out external validity, much hangs in the balance. Typically skeptics ask: why worry about external validity if you cannot identify causality?
Our response is: why worry about causality if you cannot discern external validity? Indeed, one of our main arguments is that bias due to external validity can be just as severe as bias due to internal validity. Identifying causality is critically important but, by itself, falls short in producing generalized knowledge. Researchers, reviewers, and editors need to embrace external validity as a core objective of scientific inquiry.

2 What is External Validity?

*Validity* refers to the approximate truth or usefulness of an inference (Trochim & Donnelly 2006). Validity is not a property of a theory or design but rather of a study’s inferences. That is, inferences could be valid in some studies but not in others, even if the studies have exactly the same theory or design (Shadish, Cook & Campbell 2002).

*External validity* captures the extent to which inferences drawn from a given study’s sample apply to a broader population or other target populations. We make the distinction between a broader population and other target populations because external validity takes on two different forms. Generalizability refers to inferences based on a sample drawn from a defined population (Lesko et al. 2017), and transportability refers to inferences based on a sample but targeted at a different population (Pearl & Bareinboim 2014). The credibility of both generalizability and transportability inferences depend on the extent to which each can account for multiple dimensions, including mechanisms, settings, treatments, outcomes, units, and time ($M - STOUT$).

The evolving terminology of external validity has created significant confusion over the past 60 years. Influenced heavily by Brunswik (1947) on representative design, Campbell (1957) coined the distinction between external and internal validity. That dichotomy endured until Cook & Campbell (1979) separated out (and added) the distinct term of statistical conclusion validity from internal validity, and construct validity from external validity.

---

4Statistical conclusion validity refers to the appropriate use of statistical methods to assess whether a causal relationship exists and generalizes.

5Construct validity refers to a variable that is operationalized such that it corresponds to the larger...
Since 1979, those four terms have endured, though social scientists continue to privilege internal validity over the other three. More recently, some scholars simply use a separate term, generalizability, to refer to external validity writ large. Unfortunately, social scientists mostly conflate generalizability with the related concept of transportability. Although many social scientists do not yet use the term transportability, it has become standard in the statistics literature and provides a much-needed clarification.

2.1 Scope, Populations, and Samples

A first step in establishing external validity is to clearly identify a study’s scope, which refers to the applicability and limitations of a theory or argument (Walker & Cohen 1985, Goertz & Mahoney 2012). Though poorly understood, the identification of scope conditions is perhaps the most common approach for making external validity inferences. The correct identification of scope is crucial because it sets the parameters for the definition of population(s) and sample(s). Definitions of scope, including the identification of populations and samples, is among the most fundamental research design decisions, and one taught in basic research design courses (see, for example Trochim & Donnelly 2006).

Scholars sometimes declare the scope at the outset of a study, perhaps through a deductive exercise that focuses a research question and associated argument. Other times, scholars define the scope inductively, including through robustness checks or other ways of identifying the applicability and limitations of some causal or descriptive inference. Irrespective of the method by which scholars define a study’s scope, the more crucial aspect for external validity purposes is that they define it fully. An essential task in this endeavor is to distinguish between the theoretical and accessible population(s), as well as the associated samples. Without clear theoretical populations, it is unclear how inferences travel. Knowing populations that a researcher can access can aid this endeavor and provides clearer understandings of samples, but the researcher must clearly articulate the theoretical population theoretical concept of interest (see Trochim & Donnelly 2006).
in order to understand the accessible population and sample.

Another crucial task is to delineate clear scope conditions that specify the bounds of an inference with respect to $M - STOUT$. Although scholars sometimes use the term scope conditions, similar to the broader concern about external validity, such discussion is frequently incomplete or imprecise. When scholars are precise about scope conditions, most often they pertain to units and, at times, settings, but such scope conditions are overly narrow from the perspective of theory or knowledge accumulation. Indeed, in our survey of the literature, almost no articles raised or discussed scope conditions in any comprehensive way.

Figure 1 illustrates the distinctions among the scope, populations, and samples. The outer rectangle represents the scope of an argument, within which populations (circles), sample spaces (ellipses), and observations (dots) are defined. The distinction between scope and populations is subtle; scope is broader and thus includes *multiple* populations and samples, especially for the $M - STOUT$ dimensions. The figure depicts several other core components of external validity, including generalizability and transportability, to which we now turn.

### 2.2 Generalizability and Transportability

*Generalizability* refers to the validity of an inference based on a sample that is randomly or non-randomly drawn from a defined population (Lesko et al. 2017). Because a sample is drawn from a defined population, the sample must be a subset of population: $S \subseteq P$. In Figure 1, generalizability is an inference from the Sample $S_1$ to Population $P_1$. Unfortunately, in Figure 1, the sample was not randomly selected and thus less representative.

The other variant of external validity, *transportability*, relates to extending inferences based on a given sample to another population (Pearl & Bareinboim 2014). Because the sample at hand is not drawn from the target population, the sample is not a subset of the population: $S \not\subseteq P$. In Figure 1, transportability refers to the validity of an inference from
Figure 1: Scope, Populations, and Samples

Note: The figure illustrates the difference between the scope, populations, and samples. The light-gray rectangular area is the scope of a study (entity of theoretical interests), the gray circular areas are populations (entity of empirical interest), the deep gray ellipses are sample spaces, and the black dots are observations in Sample S₁. Sample S₁ could be drawn from a defined population P₁, or it may reflect on an unknown (or poorly defined) Population P₂. The inference about Population P₁ based on the Sample S₁ concerns generalizability, because the sample is a subset of the population. By contrast, the inference about Population P₂ based on the Sample S₁ relates to transportability, because the Sample S₁ is not a subset of a pre-defined population. When one is interested in extending the results of S₁ to another sample S₂, the target population is the same as the sample: P₂ = S₂. This is a special case of a transportability inference. Note that the sample S₂ is unnecessary for generalization, and even for the inference of P₂, the sample S₂ does not always exist—though it can certainly help.

Because Sample S₁ is not a drawn from the population of interest P₂, the external validity may not be high, but it still needs explicit evaluation. In general, transportability poses more empirical challenges than generalizability.
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6 When one is interested in extending inferences about S₁ to another sample S₂, the population is the same as the targeted sample: P₂ = S₂. This is a special case of transportability inference.

7 Although it is recommended to clearly define a population of research, our notation does not assume that populations would always be well defined. What is necessary for distinguishing generalizability and transportability is to articulate whether a sample is a subset of a population.
2.3 External Validity Dimensions: M – STOUT

External validity inferences involve analysis of several dimensions. Most existing work uses some variation of Shadish, Cook & Campbell’s (2002) UTOS framework. UTOS gives appropriate attention to units, treatments, outcomes, and settings, and these dimensions need to remain central to external validity inferences. However, the UTOS focus mostly neglects the essential roles of time and mechanisms. We first review each of the UTOS dimensions, and then add a discussion of mechanisms and time, underscoring why each is essential for external validity.

2.3.1 Units

Unit-specific external validity inferences are perhaps the most common approach in social science and concern: for which population units do sample inferences hold? A first step along these lines is to identify who (or what) are the units, as well as other characteristics of the units that may matter for external validity. One effective means of doing so is to compare a sample’s summary statistics against those at the population level through a balance test (e.g., Biglaiser & Staats 2010). If the samples statistics are generally not that different, then the sample inference may travel to the population level. Alternatively, scholars can make an inference that is primarily related to one country and then re-run their models using data from other countries to assess an inference’s transportability. The Metaketa Initiative from Evidence in Governance and Politics (EGAP) follows such a model for field experiments (see Dunning, Grossman, Humphreys, Hyde, McIntosh & Nellis 2019), and Klašnja & Titiunik (2017) provide a relevant example in an observational setting (see also, Guardado & Wantchêkon 2018). Finally, population-based survey experiments, including through Time-sharing Experiments for the Social Sciences (TESS), provide researchers with the ability to make internally valid inferences at the population level, which helps with external validity as well. Of course, scholars study a wide range of units, such as individuals, households, neighborhoods, municipalities, provinces, countries, and regions. In some cases, scholars
include units at multiple levels (e.g., studies with individuals nested in municipalities). Accordingly, many unit-based external validity inferences are more challenging than they may first appear.

2.3.2 Treatments

The external validity of a treatments principally concerns the extent to which inferences hold across different operationalizations of the main explanatory variable of interest to a study.

Essentially, an externally valid treatment variable must have construct validity: that is, the treatment must be operationalized such that it corresponds to the larger theoretical concept of interest. Alas, scholars often prioritize convenience over construct validity in variable operationalization, which makes the task of assessing external validity inferences across operationalizations difficult. Such a task is especially difficult when the treatment lacks mundane realism: that is, correspondence to the the actual treatment that people receive in their everyday lives (see Druckman & Kam 2011). Whereas field experiments and observational studies generally have high mundane realism, some—but not all!—lab and survey experiments do not and thus provide a poor basis for external validity inferences (see also, Falk & Heckman 2009, Mutz 2011, Camerer 2015, Kessler & Lise 2015).

The literature also stresses that treatments may provoke heterogeneous effects among subgroups, making it sometimes necessary to devise a correction or weighting method for external validity inferences (Cole & Stuart 2010, Imai & Ratkovic 2013, Coppock, Leeper & Mullinix 2018, Coppock, Hill & Vavreck 2019). In some cases, particularly under imperfect compliance or selection into a treatment, effect heterogeneity may necessitate a change in the estimand of interest away from the Average Treatment Effect (ATEs). For such instances, Heckman & Vytlacil (2001) and Heckman & Vytlacil (2005) recommend the use of Marginal
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8Of course, it is better if control variables are also well-measured, but we specify a focus on the main explanatory variable of interest because, as Pearl (2009) shows using Directed Acyclic Graphs (DAGs), there is a need to distinguish active treatments involving an intervention from passive control variables. Pearl (2009) makes such a distinction with the do-operator. For a gentle introduction to DAGs, see Pearl & Mackenzie (2018).
Treatment Effects and Policy-Relevant Treatment Effects. In these same articles and a series of others, Heckman and Vytlacil show how to integrate these estimands within structural models, which provide a direct correspondence to theory and thus a stronger basis for external validity inferences.

2.3.3 Outcomes


2.3.4 Settings

Settings refer to the environments where a study’s data are generated, which could be places such as a lab, country, or village. As numerous scholars underscore, observational, lab experimental, survey experimental, and field experimental settings yield different levels of external validity (e.g., Mutz 2011, Coppock & Green 2015, Findley, Laney, Nielson & Sharman 2017, Breskin, Westreich, Cole & Edwards 2019). The bulk of the literature, however, centers on a large and vibrant debate on the merits and drawbacks of observational and

9Incidentally, lack of mundane realism is likely a prominent reason why political scientists have not adopted Directed Acyclic Graphs (DAGs), despite their solution to transportability and data fusion problems (see Pearl & Bareinboim 2014, Bareinboim & Pearl 2016).
experimental settings (e.g., Rodrik 2009, Ravallion 2012, Pritchett & Sandefur 2015, Breskin et al. 2019). Barring attrition, non-compliance, or spillover, experiments tend to be stronger than observational settings with regard to internal validity, but that can come at a cost in terms of external validity. With the exception of some types of survey experiments\[10\] scholars have only experimented at scale to a limited extent (Muralidharan & Niehaus 2017). Accordingly, experimental estimates generally concern smaller segments of a study’s theoretical population. In turn, Gisselquist (2020) goes so far as to suggest that experiments are precisely-estimated case studies, from which it is difficult to make any external validity inference. Banerjee, Chassang & Snowberg (2017) suggest that experimentalists can overcome such hurdles by subgroup analysis, weighting, and stratification on theoretically relevant sub-populations, but these strategies usually require stronger assumptions, which experimentalists may or may not deem plausible. For their part, observational studies can overcome many of these challenges, but to do so the relevant sample must approximate a random selection of a study’s theoretical population (Breskin et al. 2019). For many observational studies, however, that is just as unrealistic as it is for experiments.

2.3.5 Time

Although the time dimension has not received as much scholarly attention as some of the others, time constitutes an essential dimension of external validity. As Munger (2019) convincingly argues, to neglect time is to essentially assume that: treatment effects, including those for relevant subgroups, do not change; the composition of the population of interest remains static; and all relevant confounders are already identifiable and measurable. Clearly, these are untenable assumptions. Since at least Pierson’s (2000) famous article, most political scientists have known that social science is subject to contingencies, path dependency, multiple equilibria, and inertia/feedback effects. While these issues may seem difficult to

\[10\] We are notably referring to population-based survey experiments and online survey experiments (Mutz 2011, Berinsky, Huber & Lenz 2012, Huff & Tingley 2015). Scholars using online survey experiments through Amazon’s Mechanical Turk show that these experiments represent the US population rather well. However, the extent to which these online experiments represent populations from other countries is very limited.
disentangle from an external validity perspective, Grzymala-Busse (2011) provides relevant guidance, showing how such time-related factors affect the salience and duration of mechanisms. As we highlight throughout the article, at its core external validity relates to how mechanisms travel. Perhaps even more fundamentally, though, scholars cannot elide time because the target population of interest for any inference pertains to some future state.

2.3.6 Mechanisms

External validity inferences across each UTOS dimension, in addition to time, require attention to the characteristics of the inference, necessitating inclusion of mechanisms. The concept of a mechanism is fraught with complexity (Gerring 2008), but it also holds tremendous promise for producing generalized social scientific knowledge (Cartwright 2020). In the narrowest and most limiting sense, mechanisms are considered to be mediators (Imai, Keele, Tingley & Yamamoto 2011), occurring after a treatment and before an outcome. Then, the treatment works through the mediator to affect the outcome. In a broader sense, mechanisms take on many other forms including constraints, equifinality, and interactions (Weller & Barnes 2014, Goertz 2017). Irrespective of how scholars define mechanisms, they most commonly refer to regularly occurring causal relationships, not an idiosyncratic chains of events. Accordingly, mechanisms must be capable of traveling across each of the remaining STOUT dimensions for an external validity inference to be credible, and we thus reorganize the label away from UTOS to $M - STOUT$.

2.3.7 Example Studies

For stylized examples, consider two studies: a survey experiment about the effects of an economic aid program on social trust, implemented with a village-level community-driven development (CDD) council in Liberia in the year 2000 (Study A); and a cross-sectional time series (TSCS) regression of social trust indicators in the World Value Survey on aid projects in African countries, 2000-2020 (Study B). Table 1 presents each of the $M - STOUT$
dimensions in the studies (the second and third columns) and how they can be generalized or transported to different contexts (the fourth column). Scholars may wonder, for instance, whether findings can hold in different settings (e.g., field experiment), times (e.g., year of 2020), or units of the analysis (e.g., individuals in Guinea). Similarly, scholars may also be interested in whether the results can be transported to different treatment variables (e.g., aid programs using direct budget support) or outcome variables (e.g., social trust measured by a social trust game). Moreover, mechanisms (e.g., the effect via women’s versus youth empowerment) may vary across the STOUT dimensions. For these reasons, it is feasible that the results of the survey experiment are transportable to exactly the same survey experiment in a different year, or also to another survey experiment but with a different measure of social trust. However, these caveats do not necessarily mean that the results of the survey experiment in 2000 could be transported to the survey experiment conducted in 2020 and with the different measure of the outcome. In this case, the time and outcome interact, and hence we can change either time or outcome but not both.

Table 1: Examples of $M - STOUT$

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Example Study A</th>
<th>Example Study B</th>
<th>Target Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanisms</td>
<td>Women’s empowerment</td>
<td>Youth empowerment</td>
<td></td>
</tr>
<tr>
<td>Settings</td>
<td>Survey experiment in Liberia</td>
<td>TSCS regression of African countries</td>
<td>Field experiment in Guinea</td>
</tr>
<tr>
<td>Treatments</td>
<td>CDD projects</td>
<td>Any aid projects</td>
<td>Direct budget support</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Self-reported social trust</td>
<td>WVS indicators of social trust</td>
<td>Results of a social trust game</td>
</tr>
<tr>
<td>Units</td>
<td>Individuals w/in Villages</td>
<td>African countries</td>
<td>Individuals w/in Counties</td>
</tr>
<tr>
<td>Time</td>
<td>Year of 2000</td>
<td>Years of 2000-2020</td>
<td>Year of 2020</td>
</tr>
</tbody>
</table>

NOTE: The first column shows each $M - STOUT$ element. The second and third columns are the corresponding element in a study about Liberia (Study A) and a cross-section-time-series study about African countries, 2000-2020 (Study B). The fourth column shows examples of possible external validity targets. CDD: Community-driven development. TSCS: Time series cross-sectional. WVS: World Value Survey.
3 Why Does External Validity Matter?

The social science literature has long demonstrated mathematically the importance of internal validity, emphasizing in particular the analytic leverage gained within the potential outcomes framework (Imbens & Rubin 2015). In recent years, the literature has generated many advances towards understanding external validity, but they have yet to be formally integrated into a model connected directly to internal validity, enabling a demonstration of whether and how each type of validity matters. We thus formalize a single model that captures the core dimensions of both internal and external validity. It demonstrates that when external validity is ignored, the traditional focus on internal validity can lead to biased estimates.

There is no \textit{a priori} reason to believe that internal validity is more important than external validity. In fact, ignoring external validity can potentially be as harmful as ignoring internal validity. To make this concrete, consider the simple the difference-in-means estimator. Suppose, for example, we are interested in the effect of a \textit{treatment} (e.g., an aid program) on an outcome (e.g., social trust). For simplicity, we assume that the treatment is dichotomous and the sample is divided into \textit{treated} and \textit{control} groups—e.g., villages that did or did not receive the aid program). The difference-in-means estimator is then the difference in the averages of the outcome variable between the treated and control groups.

The challenge is that the difference-in-means estimator almost never yields the desired quantity of interest for making broad, general inferences. To do so, it is necessary to distinguish between the different biases that affect the difference-in-means estimator (Imai, King & Stuart 2008, Cole & Stuart 2010, Hartman et al. 2015, Westreich et al. 2017, Andrews & Oster 2019). Using the potential outcome framework (see Imbens & Rubin 2015)\footnote{Other than the addition of the variable selection bias $b_V$, our formalization follows Imai, King & Stuart (2008) and draws from Hotz, Imbens & Mortimer (2005) and Allcott (2015). For formalization using the Directed Acyclic Graph approach, refer to Pearl & Bareinboim (2014), Pearl & Bareinboim (2019), and Bareinboim & Pearl (2016).} we particularly distinguish four biases, two of which relate to internal validity and the rest of
which pertains to external validity:

$$\hat{\delta}_S = \delta_P + b_{S1} + b_{S2} + b_P + b_{V}^{12}$$  \hspace{1cm} (1)

In Equation (1), $\hat{\delta}_S$ refers to the difference-in-means estimator for the sample. The $\delta_P$ term is the causal effect in the population of interest: that is, the Population Average Treatment Effect (PATE) for generalizability inferences, and the Target Average Treatment Effect (TATE) for transportability inferences. The difference-in-means estimator, however, does not always unbiasedly estimate the PATE or TATE. From an internal validity perspective, biases can arise from selection into the assignment of the treatment ($b_{S1}$) and treatment effect heterogeneity within a sample ($b_{S2}$). If an estimate is internally valid ($b_{S1} = b_{S2} = 0$), it is possible to unbiasedly estimate the sample average treatment effect (SATE). The existence of an unbiased SATE, however, does not mean that the PATE and TATE can also be unbiasedly estimated. In fact, the lack of a representative sample ($b_{P}$) and the difference between the variables at hand and those of substantive interest ($b_{V}$) can cause biases related to external validity, making the SATE different from the PATE or TATE. As detailed in the next subsection, without eliminating both internal and external biases, we cannot unbiasedly estimate either the PATE or TATE.

### 3.1 Biases from Internal and External Validity

A notable goal of social science research is to make inferences about the effect of a treatment on an outcome in a population $P$. Formally, when a sample $S$ is a subset of $P$ ($S \subseteq P$), the

---

12See the Appendix for the proof. $\delta_P = E_P \left[ Y_i(1) - Y_i(0) \right]$ for $i \in P$, where $P$ is a population, $Y(1)$ and $Y(0)$ are the potential outcomes with and without a treatment, and $i$ is a unit in a population. $b_{S1} = E_S \left[ Y_j(0)|D_j = 1 \right] - E_S \left[ Y_j(0)|D_j = 0 \right]$ for $j \in S$, where $S$ is a sample, $D$ is a dichotomous treatment variable, and $j$ is a unit in a sample. $b_{S2} = Pr(D_j = 0) \left\{ E_S \left[ Y_j(1) - Y_j(0) | D_j = 1 \right] - E_S \left[ Y_j(1) - Y_j(0) | D_j = 0 \right] \right\}$ for $j \in S$. $b_P = Pr(W_i = 0) \left\{ E_P \left[ Y_i(1) - Y_i(0) | W_i = 1 \right] - E_P \left[ Y_i(1) - Y_i(0) | W_i = 0 \right] \right\}$ for $i \in P$, where $W$ is an indicator that takes a value of 1 if a unit is included in a sample or 0 otherwise. $b_V = E_P \left[ Y_i(D_i = 0) - Y_i(D_i = 0) \right] - E_P \left[ \hat{Y}_i(D_i = 1) - \hat{Y}_i(D_i = 0) \right]$ for $i \in P$, where $\hat{Y}_i$ and $\hat{D}_i$ are the variables at hand, which may or may not be the same as the variables of the interests, $Y_i$ and $D_i$.

13As Kern, Stuart, Hill & Green (2016) mention in a footnote, the PATE and TATE are often used interchangeably in the literature. In this paper, however, we distinguish the PATE and TATE for the purpose of conceptual clarity.
inference relates to generalizability, and the quantity of interest is the PATE. By contrast, when a sample $S$ is not a subset of $P$ ($S \not\subseteq P$), the inference relates to transportability, and the quantity of interest is the TATE.\footnote{Mathematically, the PATE and TATE differ based on whether a sample is a subset of a target population (generalizability and PATE) or not (transportability and TATE). When one would like to make an inference about a target sample $S'$, the target population is identical to the target sample (that is, $P = S'$), and hence that is reduced into a special case of transportability (i.e., $S \not\subseteq P = S'$). See also Footnote \ref{footnote:transportability}.}

The difference-in-means estimator, however, does not always yield the PATE or TATE. The internal validity biases, $b_{S_1}$ and $b_{S_2}$, are well known in the causal inference literature (e.g., Angrist & Pischke 2008). The assignment selection bias, $b_{S_1}$, is the bias due to the lack of random assignment. Returning to our running example, one may non-randomly assign the aid projects to villages with lower levels of social trust. In such a case, if we simply compare the social trust of the treated and control villages, the former can have a lower level of social trust. This, however, does not mean that the aid program has a perverse impact.

The second internal validity bias, $b_{S_2}$, corresponds to treatment-effect heterogeneity: that is, the differential effect of the treatment in the treatment and control groups (Heckman & Vytlacil 2005, Pritchett & Sandefur 2013, Kern et al. 2016). Continuing with our example, the villages with low social trust may have different responses to the aid program due to other factors. They might, for instance, have non-representative political institutions that hinder social trust. The lack of representative political institutions may also attenuate the effects of the foreign aid. If we simply compare the treated and control villages, we may understate the effect of the aid program. Even though the effect averaged over all villages can be positive and much larger, the difference-in-means estimation may indicate only marginal improvement in social trust.

Although these internal validity biases are well known, less acknowledged is the bias due to the lack of external validity—henceforth, “external validity bias” (see Andrews & Oster 2019, Westreich, Edwards, Lesko, Cole & Stuart 2019). With a randomized trial or equivalent designs, it is possible to unbiasedly estimate the sample average treatment effect (SATE). The latter, however, does not perfectly correspond to our goal, the PATE or TATE.
The gap between the SATE and PATE/TATE is represented by the external validity biases, $b_P$ and $b_V$. The sample selection bias ($b_P$) is the difference in the treatment effects between those included and excluded from a sample weighted by the proportion of the excluded units in a population (see also, Hotz, Imbens & Mortimer 2005, Allcott 2015). As we show in the Appendix, the bias becomes zero if all units in a population are included in a sample\footnote{In transportability inference, this can never be the case because of $S \not\subseteq P$.} or the average effects are the same for the included and excluded units\footnote{Breskin et al. (2019) show the same using a bounds analysis.}. With reference to $M − STOUT$, the terms — settings, units, and time — are those for which sample selection bias is a core concern.

External validity is also compromised when the population outcome and treatment of interest are different from sample variables at hand. The $b_V$ term captures the biases due to the heterogeneities in these variables—i.e., the variable selection bias. Mathematically, the variable selection bias is the PATE/TATE with variables of interest minus the PATE/TATE with variables at hand. The bias arises from wanting construct validity, including measurement error and lack of consonance between the variable operationalizations and theoretical targets. In the $M − STOUT$ framework, the last two terms—treatments and outcomes—are those for which variable selection bias is a core concern.

### 3.2 External Validity Bias Can be as Harmful as Internal Validity Bias

An interesting insight from the above discussion is that there is no a priori reason to prefer a randomized experiment with an unrepresentative sample to an observational study with a representative sample (Breskin et al. 2019, Gisselquist 2020). Even though the randomized experiment usually ensures that the internal validity biases, $b_{S1}$ and $b_{S2}$, are zero, the experiment still suffers potentially large bias due to non-random sample selection, $b_P$, and variable selection bias, $b_V$. By contrast, an observational study with random selection of
units and relevant variables make $b_P$ and $b_V$ zero, even though there may still be internal validity biases $b_{S1}$ and $b_{S2}$. Importantly, there is no a priori reason why biases on certain terms are more or less consequential than on other terms. Although experiments provide an unbiased estimate of the SATE, if the SATE is very different from the PATE or TATE of interest, the results can potentially be highly misleading (Hartman et al. 2015). In principle, an observational study with a representative sample can suffer some biases due to the lack of random assignment, but it can still yield an estimate that is closer to the PATE or TATE than an experiment with an unrepresentative sample (Breskin et al. 2019).

To illustrate, let us consider stylized examples of two extreme cases. In one setup, a researcher working together with an aid agency randomly assigns foreign aid to villages, but the researcher intentionally selects a sample so that the aid has the maximum positive effect on social trust. By contrast, in another setup, a researcher conducts a correlational study (e.g., regression-based) but with a representative sample. Both studies find a positive relationship between the aid program and social trust, and they thus recommend broader applications of the aid program. Which recommendation would be more harmful? There is no evident answer to this question except both. The first recommendation is harmful because the aid program should have weaker—or even zero or negative—effects outside of the sample. The second recommendation is also harmful because it conflates correlation and causality. There is no reason to believe that either is harmless. The point should be clear: the lack of external validity is potentially as harmful as the lack of internal validity.

Certainly, this does not mean that representative observational studies would be better than experiments with unrepresentative samples. By the same token, experiments are not a priori superior. Our point is simply that bias in the estimation of the PATE or TATE enters in a variety of ways, none of which is inherently better or worse. Our contention is not that we should compromise on internal validity, but rather that social science needs to take external validity seriously, because it too affects the biases in our inferences. Indeed, there are eminently reasonable ways to do this, as we discuss in the next section.
4 Towards Evaluative Criteria for External Validity

In the rapidly growing literature on external validity, many scattered but useful ideas are emerging, but the social sciences lack clear evaluative criteria for external validity. In this section, we organize these insights to articulate three key themes that constitute the basis for better evaluation of external validity: Model Utility, Scope Plausibility, and Specification Credibility. The first two are mostly separate criteria, relating to the mechanisms and context of the external validity inference. The third criterion characterizes the credibility of specification of model utility and scope plausibility.

It bears repeating that not every result that emerges from a given sample needs to apply universally, but it must apply in some way outside the sample. More precisely, scholars need to strive for some level of external validity and accurately characterize its extent. When doing so, the challenges for external validity are not altogether different from those of internal validity. Within the potential outcomes framework, randomization of units to treatment and control groups ensures the internal validity of the inference (Imbens & Rubin 2015). By the same token, even the gold standard randomized experiment faces challenges such as attrition, noncompliance, and spillover, so there are often exist inferential challenges that limit the applicability of an inference. A similar dynamic characterizes external validity, and the task is therefore to make credible, rather than universally applicable, inferences about external validity.

4.1 Model Utility

A first evaluative criterion for external validity is Model Utility. It refers to the utility of a model that organizes the inference(s) from a sample or research synthesis (Lucas 2003, Rodrik 2009, Bates & Glennerster 2017, Deaton 2019, Clarke & Primo 2012).\(^{17}\) External validity inferences need useful models underpinning them for the effects, findings, and inferences

\(^{17}\)We take the idea of Model Utility from all of these citations, but perhaps greatest inspirational source is Clarke & Primo’s (2012) discussion of organizational models.
derived from study samples to apply to broader population dimensions.

**Model Utility Component 1** *External validity inferences are tied to mechanisms rather than specific point estimates.*

A specific estimate from a study need *not* be judged for having some precise truth value (Lieberson 1985, McIntyre 2019). By definition, point estimates are bounded, so they are unlikely to generalize to a broader population or transport to others given potentially diverse scales across $M - STOUT$. Although Vivalt (2020) finds some evidence that the point estimates from many randomized control trials generalize using meta analysis based on Bayesian hierarchical models, Vivalt’s (2020) approach cannot account sample/site selection bias or potential construct validity challenges that underpin variable selection bias (see Section 3). Accordingly, a point estimate-centered approach places unrealistic and misguided demands on the precision of effect size estimates. Instead, a model’s usefulness captures the extent to which it characterizes the mechanism(s) and therefore can provide insight across a broader set of cases, in line with Model Utility Components 2 and 3.

**Model Utility Component 2** *The mechanism is clearly specified, which entails an articulation of the causal principles.*

To articulate the causal mechanism appropriately, a theory or substantive argument needs to specifically articulate the causal principles in the sample and in the target population (Russell 1912, Cartwright & Hardie 2012). Causal principles describe the underlying structure of how a cause and effect are related and, in the process, characterize the mechanisms. Most basically, causal principles identify whether a cause is necessary, sufficient, necessary and sufficient, or some probabilistic condition thereof. Causal principles also identify underlying causal assumptions, including whether equifinality characterizes the causal process, whether cause-effect relationships are subject to *ceteris paribus* considerations, and so forth.
For the purposes of external validity, a particularly important causal principle is the INUS condition: Insufficient but Necessary part of an Unnecessary but Sufficient condition (Mackie 1965). When an INUS condition is present, a causal factor is important for producing an outcome, but only when coupled with other factors. In simpler terms, INUS conditions capture the idea that context or structural factors matter for how a cause produces an effect. For a treatment to affect an outcome, the treatment depends on other factors and, likewise, the outcome can be produced by an entirely different combination of factors.

Critically, the point here is that some causal principles characterize interactions of a cause with the underlying context. In the social sciences, various contextual or support factors, such as institutions, structure whether and how a cause is related to an effect (Acemoglu 2010, Cartwright & Hardie 2012). Returning to our running example, the success of a CDD project in Liberia may only be realized when it emphasizes women’s, rather than youth, empowerment. Alternatively, perhaps the CDD project will only be successful when it operates at a village level rather than a county level. A useful model shows that the mechanism $M$ does, in fact, play a causal role in a specific study’s $STOUT$. It also makes the case that the mechanism needs to operate similarly (based on similar causal principles) in the population $STOUT$.

**Model Utility Component 3** The level of abstraction of the mechanism, which is the subject of the external validity inference, is well conceptualized and articulated.

Treatments are rarely identical across contexts but, as argued above, they often have a similar mechanism underpinning the causal principles in play. Theorizing about a useful level of abstraction, and designing to check that abstraction, is key to understanding how the mechanisms travel to other contexts (Sartori 1970, Garcia & Wantchekon 2010, Cartwright & Hardie 2012, Pearl & Mackenzie 2018). In particular, a useful model of the underlying
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18 Much social science research mixes across principles, for example, positing sufficiency with possible INUS, subject to *ceteris paribus* (Ashworth, Berry & Mesquita 2014).
mechanism makes clear what can be grouped for generalization or transportation and what cannot.

The search for a useful level of abstraction gives rise to a related question of scale (Banerjee, Banerji, Berry, Duflo, Kannan, Mukerji, Shotland & Walton 2017, Bold, Kimenyi, Mwabu, Ng & Sandefur 2018, Grossman, Humphreys & Sacramone-Lutz 2020). Many studies are constrained by design, meaning that they focus only on partial equilibrium\footnote{Partial equilibrium models aim to make inferences about the effects of a treatment on an outcome, while holding fixed other macro- or meso-factors (e.g., technology, institutions) (Acemoglu 2010).} while a theoretical mechanism and context under investigation could usefully be analyzed at a higher, general equilibrium level (Acemoglu 2010, Deaton 2010).\footnote{General equilibrium models, by contrast, begin with a higher-level theoretical mechanism and account for relevant macro- or meso-level factors (Acemoglu 2010).} Studies that account for general equilibrium incorporate more of the $M-\text{STOUT}$ space, which can be beneficial. A general equilibrium approach, however, runs the risk of stretching the model’s mechanism(s) beyond its true domain and, thereby, producing inaccurate predictions (Sartori 1970, Deaton & Cartwright 2018).

4.2 Scope Plausibility

A second evaluative criterion is the plausibility of the scope for external validity inferences. Arguments and inferences are always bounded in their applicability, both by theory and design (Walker & Cohen 1985, Clarke & Primo 2012, Neumayer & Plumper 2017). There are at least four core components in scope plausibility.

Scope Plausibility Component 1 Both the theoretical and accessible populations for all $\text{STOUT}$ dimensions are identified and articulated.

Plausibly establishing scope begins with concretely defining all of the theoretical populations of $\text{STOUT}$ that a mechanism informs at the theory and design stage. Of course, scholars can make clarifications \textit{ex post}, but it is first necessary to specify a theoretical pop-
ulation. Then, only after a theoretical population is clear, researchers need to specify an accessible population (or sampling frame) from which to construct the sample.

Unfortunately, common practice is often backwards. Only after studying a sample from an accessible population (generalizability inferences), or a sampling with no predefined population (transportability inferences), do scholars then retrofit results from the accessible population back to a theoretical population. Moreover, existing scholarship often makes sample-specific inferences (Imbens 2010), and set-theoretic methods sometimes define the population inductively (Ragin 2000). If scholars have too much latitude to define the scope and population ex post, then they may pick a population that confirms his/her theory. As with internal validity, scholars do not have a “get out of jail free card” on external validity. Plausible scope and population definitions need to occur ahead of time.

Scope Plausibility Component 2 Causal interaction between mechanisms (M) and all STOUT are articulated with specific reference to the contextual dependencies or irrelevancies.

Scholarship mostly posits simple causal relationships, only occasionally exploring causal interactions between mechanisms M and other STOUT dimensions as an afterthought. Ideally, scholars need to determine whether causal interaction is theoretically plausible ahead of time and, if so, build such interaction into all relevant research designs decisions (Falleti & Lynch 2009, Cartwright & Hardie 2012, Muller 2015). As Nobel laureate Angus Deaton explains, demonstrating why a treatment works entails a detailed examination of the context that supports the mechanism in play (Deaton 2010, 448). Studies thus need to be explicit about the STOUT context and articulate how the mechanism travels across that context, whether in generalizability or transportability inferences.

The narrowest view of causal interaction is that no single process across two different contexts is the same, but that is extremely restrictive. If appropriately abstracted, it is possible to make external validity inferences about how a causal mechanism interacts across
Notably, plausible scope depends on the appropriate abstraction of causal mechanisms, $M$, and the $STOUT$ contexts across which $M$ travel. In any event, scholars need to devote attention to the articulation of possible causal interaction, and the \textit{ex post} analytical investigation of such interaction. Not all context matters, however, and in some cases inferences are fairly constant or homogeneous, so it is necessary to explicitly report the irrelevancies (e.g., Berinsky, Huber & Lenz 2012, Mullinix, Leeper, Druckman & Freese 2015, Coppock 2018). Given that causal interaction is theoretically critical, and yet not always shown to be empirically operative, scholars need to devote attention to establishing the threshold at which causal interaction matters. Moreover, the social sciences need to establish clear criteria for abstraction such that inferences relying on causal interaction can be appropriately generalized or transported.

**Scope Plausibility Component 3** \textit{Samples for all $STOUT$ dimensions are selected at random, as-if random, (or stratified random as useful). When samples are not selected as-if randomly, pre-specified weighting and post-stratification can improve representativeness.}

Random sampling provides a powerful solution to external validity because it ensures representativeness of the sample on observable and \textit{unobservable} dimensions of a population. \textit{Representativeness} can be defined in various ways (Kruskal & Mosteller 1979), but here we use it to characterize a sample that unbiasedly represents a population. A well-known strategy for achieving representativeness is formal random sampling, but it is almost always discarded as practically impossible (Shadish, Cook & Campbell 2002, Goertz & Mahoney 2012). Recently, though, randomly sampling from defined populations, such as through population-based survey experiments (Mutz 2011), has more become much more feasible. Advances in new and big data collection also allow for better definitions of the populations of $STOUT$, which can enable creative approaches to random sampling. For examples, census

\footnote{For a related, more technical discussion, see Cartwright’s (1999) discussion of causal systems and nomological machines.}
records, polling stations, and Google Earth street maps, have all been used (e.g., Dunning et al. 2019, Findley, Harris, Milner & Nielson 2017).

Because random sampling is such a powerful principle, it serves as a benchmark. Accordingly, we propose that studies without random sampling be evaluated based on the principle of as-if random sampling. Similar to the experiment/natural experiment distinction sometimes the researcher possesses the control over sampling. Other times, a researcher does not have the control but can find as-if random sampling in a observational setup. To the extent that a sample can be considered as-if random, then the benefits of representative sampling provide substantial leverage. As a sample under study approaches an as-if randomly sampled state, then the sample will be sufficiently similar to make inferences about the target population.

Theoretically, pre-specified weighting offers a path towards plausible representativeness in the absence of random sampling (Olsen, Bell, Orr & Stuart 2013, Hartman et al. 2015, Kern et al. 2016, Franco, Malhotra, Simonovits & Zigerell 2017, Nguyen, Ebnesajjad, Cole & Stuart 2017, Buchanan et al. 2018, Miratrix, Sekhon, Theodoridis & Campos 2018). Weighting part(s) of observations over others generally makes most intuitive sense when some units in a sample are underrepresented relative to the population counterpart. Post-stratification—or the analysis of unstratified data with weights and strata that mimic how the data would have been if they were collected through representative stratification (Gelman & Hill 2007, 181)—follows the principle of approximating random, representative sampling. To the extent that biases are minimized either by design, covariates, or priors, the sample becomes representative (Little & Pepinsky 2019). Given the concerns about p-hacking or fishing, weighting approaches must be guided by theory and design (Franco et al. 2017).

By the same token, the benefits of random (or as-if random) sampling can unravel in numerous ways. If causal interaction between the mechanisms M and STOUT exists, for example, then simple random sampling may not provide the needed representativeness. Even with
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22 As Dunning (2012) explains, a researcher does not control the randomization in a natural experiment, but the researcher does control the randomization in a field, lab, or survey experiment.
a representative sample, choices made by a researcher—such as listwise deletion (Rubin 2004) and the exclusion of non-compliers from the analysis of experiments (Berinsky, Margolis & Sances 2014)—can compromise external validity as well. Moreover, pooling observations is not the panacea that many scholars believe. In fact, adding irrelevant observations can decrease the representativeness of a sample. Even if properly guided by theory, pooling problems can compound as researchers use methods such as linear regression, which can often weight units in ways that undo any the representativeness gains from using complete time-series cross-sectional datasets (Aronow & Samii 2016). To guard against these pitfalls, researchers must carefully evaluate and justify the choices they make in an analysis.

**Scope Plausibility Component 4** *Theoretically guided, non-random sample selection facilitates principled extrapolation.*

Although seeking plausibly random samples is useful, there are nonetheless principled uses of non-random selection that facilitate learning about specific $M$–$STOUT$ dimensions. Selection of treatments and outcomes cannot occur at random. Instead, it requires theory to establish the match between sample operationalization and the population construct for which certain inferences need to travel (Campbell 1986, Wells & Windschilt 1999). Unfortunately, the norm is to select operationalizations based on convenience, which neglects how the sample and population connect.

Due to the vast parameter space of all possible $M$–$STOUT$, non-random selection holding constant (or excluding) a single dimension may be required to make definitive inferences about one $M$–$STOUT$ dimension relative to another (Morton & Williams 2010, Keane & Wolpin 2007, Wolpin 2007, McFadden, Talvitie, Urban, Demand, Project & Series 1977). That is, when all dimensions are simultaneously varied, investigating dimension-specific contributions or constraints becomes much more difficult. Holding one or more dimensions constant, on the other hand, enables isolation of the effects of other dimensions. The Metaketa Initiative, for example, pegged a common treatment arm and outcome, while
varying sampling units and to some extent settings.

In a similar vein, purposively choosing certain cases allows the researcher to show that if a result holds in a single case then it will hold in all other cases along that dimension. If a result holds in a least likely (influential) case, for example, then it should hold in a much larger set of cases. Purposive case selection could attempt to satisfy other criteria such as to identify typical or ideal cases, which may be representative in a sense and provide inferences about other cases (Kruskal & Mosteller 1979). Although the justification for case selection strategies has largely turned on questions of the identification of causal effects or mechanisms, their value in establishing external validity should not be overlooked.

Explicitly modeling self-selection (Gaines & Kuklinski 2011) or heterogeneous characteristics (Huff & Tingley 2015) are other critical steps towards extrapolation across M–STOUT. We caution, however, that the spate of recent studies suggesting similarities is confined largely to the U.S. and much of them rely on MTurk in WEIRD societies (Henrich, Heine & Norenzayan 2010). At issue, self-selection processes in other contexts are still poorly understood. Even in those cases, however, well-specified theories, such as formal models, can help model the selection processes.

4.3 Specification Credibility

If scholars begin to take external validity more seriously, it will require credible specification of theory, design, and synthesis. Specification credibility has at least four critical components.

**Specification Credibility Component 1** *Making an external validity inference requires a theory and research design, which ensures that the external validity inferences are falsifiable.*

In contrast to the current norms of drawing out post hoc similarities, scholars need to theorize and design for external validity, and then evaluate it rigorously. A single test is an instantiation, and then a test from another sample or population is a different instantiation. Those other instances have a distribution, and the task for scholars is to appropriately
characterize that distribution. For external validity inferences, the core question becomes: what does one mean by \( X \) causes \( Y \) in this instance—meaning in this instantiation of \( M \) across \( STOUT \)? Once one specifies a theory and design, external validity inferences becomes falsifiable. As discussed above, this task is not reducible to whether point estimates transfer from here to there. Instead, it requires careful theorizing about mechanisms and design for scope considerations. Once a theory and design are in place, then falsifiable standards must then guide the study’s conclusions with respect to external validity.

**Specification Credibility Component 2** *The assumptions and features of the external validity model are defensible.*

Various approaches can be used to specify model utility and scope plausibility, and they range in the credibility of the underlying assumptions and the framework features. For instance, when a researcher uses a method relying on random sampling, the researcher needs to provide detailed explanations about the sampling procedures to defend the assumption. Similarly, when a researcher exploits as-if random sampling in an observational setup, s/he must provide explanations about the source of as-if randomness and compellingly defend the assumption. In other cases, when the (as-if) random sampling is unattainable, a researcher may wish to use the pre-specified weighting or post-stratification. These methods usually require the assumption that conditional on the observed covariates, the sample selection is independent of treatment assignment.\(^{23}\) Thus, external validity critically hinges on how plausibly the researcher can defend the conditional-on-observables assumptions.

Aside from those empirical approaches, researchers may use more theory-oriented approaches to ensure external validity. In these cases, it is even more crucial to defend the underlying assumptions. Directed Acyclic Graphs (DAGs) offer theoretical solutions to external validity (Bareinboim & Pearl 2013). DAG approaches explicitly model the transporta-
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bility problem with emphasis on the core components that must transport, and the factors that support the transportation. While highly sophisticated, causal graphs rest on assumptions, most notably, that a well-defined causal model is specified (Aronow & Sävje 2020). The causal model therefore must be justified based on substantive knowledge. Similarly, structural models, which rely on modeling effect heterogeneity across contexts, as well as synthetic approaches including Bayesian model averaging or stacking, often depend on assumptions about distributions and priors (Dehejia, Pop-Eleches & Samii 2019, Dunning et al. 2019, Yao, Vehtari, Simpson & Gelman 2018, Hollenbach & Montgomery 2020). Instead of uncritically accepting the common practices in the literature, researchers need to justify why they consider the assumptions are plausible in their applications.

Finally, game theory, computational models, and structural inference provide ways to theorize about the processes of sample selections but, again, with assumptions. These theoretical models are precise about the mechanisms $M$ and often the $STOUT$ context. Well-designed structural models, in particular, are precise about the dynamics, functional form, and the extent to which parameters are separable (Low & Meghir 2017). However, most theoretical models rest also on assumptions about players, their interactions, utility functions, and information sets—though there are some exceptions (e.g. Fey & Ramsay 2011). Even though the assumptions need not be “true” or even plausible, when a researcher applies theoretical models, s/he must explain how the underlying assumptions match the case. Most often, researchers do not do so.

Of course, much social science scholarship employs non-formal theoretical frameworks, too. Although they are typically not as explicit about underlying assumptions, informal theoretical frameworks make assumptions nonetheless. Making an external validity inference on the basis of a most-similar case design, for example, carries with it assumptions about the definition of the case and the extent to which others are similar. In turn, regardless of whether the theoretical approach is formal or non-formal, scholars need to articulate relevant parameters and context, as well as the assumptions on which the model depends. Following
such a course of action allows for credible evaluation of the specification that produces an external validity inference.

**Specification Credibility Component 3** *The study’s estimand preserves the integrity of the theoretical target population of interest.*

Most social science research aims to recover the average treatment effect in a target population (PATE or TATE) through unbiased estimation of the sample average treatment effect (SATE), but that is often neither possible nor desirable from the perspective of internal validity. Accordingly, scholars must consider other research designs that employ different estimands. However, using other estimands changes the composition of the $M - STOUT$ of the inference, which means inferences about external validity must be tailored to the altered $M - STOUT$.

Both experiments and natural experiments are particularly likely to use estimands other than the SATE. The challenge for experiments, particularly field experiments, is that attrition, non-compliance, and spillover alter the sample in critical ways. In turn, they force (careful) scholars to estimate Intent-to-Intent (ITT) effects instead of the SATE, or correct for problems by examining only compliers such as in complier average causal effect (CACE) analysis (Gerber & Green 2012). Rarely, though, do scholars make the necessary qualifications for explaining the external validity of their experiments after attrition, non-compliance, spillover.

Natural experiments suffer from similar challenges. Instrumental variable and regression discontinuity designs, for examples, estimate different Local Average Treatment Effects (LATE)\footnote{The canonical regression discontinuity design using the continuity-based framework estimates an LATE at the cutoff (Sekhon & Titiunik 2017). Instrumental variable models only estimate a LATE for compliers. In a experiment, a complier is a unit that if assigned to treatment (control), takes the treatment (control). In an observational study, a complier is a unit for which outcomes are shifted the theoretically hypothesized direction (Imbens & Angrist 1994, Angrist, Imbens & Rubin 1996).} and synthetic control models estimate the effect on a particular treated unit\footnote{Similarly, matching often “prunes” observations to obtain better matches, resulting in different $M - STOUT$ dimensions (Ho, Imai, King & Stuart 2007) and, in turn, external validity inferences.}.
None of these estimands translate neatly to the SATE, and not much at all to the PATE or TATE (Deaton 2010, Heckman & Urzúa 2010). However, there are various techniques that scholars can employ to increase the external validity of natural experiments (Angrist & Rokkanen 2015, Imbens 2010, Bisbee, Dehejia, Pop-Eleches & Samii 2017, Wing & Bello-Gomez 2018, Bertanha & Imbens 2020). Although these techniques usually require stronger assumptions than those for causal inference, as far as the assumptions are substantively defended, the methods can enhance the external validity.

Finally, observational research is not necessarily superior to experimental research with respect to estimating the PATE and TATE, though it can sometimes produce better lessons than transporting experimental results or synthesizing through meta-analysis (Pritchett & Sandefur 2015). Although covering all observational methods is outside the scope of this study, for the case of a linear regression, Aronow & Samii (2016) show that linear regression often uses problematic weighting and thus biases estimates. They authors also provide a way to reweight and hence recover the unbiased estimates.

**Specification Credibility Component 4** Theoretically-guided research synthesis substantiates the external validity of research programs.

Although repeated measurement and analysis can be useful, simply amassing more and more data is unlikely to solve external validity. Notably, many variables of interest elude valid measurement and much of what is measurable is not germane. Moreover, research emerges in a decentralized, non-random fashion, so even meta-analytic studies that include a full universe of studies on a given phenomenon may still be incomplete if they do not capture sufficient heterogeneity (Allcott 2015). Useful meta-analyses—including Dunning et al. (2019) on information and political accountability and Banerjee, Duflo, Goldberg, Karlan, Osei, Shapiro & Thuysbaert (2015) on livelihoods—have common treatment arms, operate on the same lower-level unit (individuals), and employ settings that are comparable (field experiments). When comparing the core characteristics of countries in the syntheses
relative to other countries, and sub-national sites relative to all possible sub-national sites, however, the studies exhibit extremely little variation on multiple dimensions. Ideally, studies need to encompass some random selection and substantial coverage of the $M - STOUT$ parameter space—with theory guiding the type of variation on $M - STOUT$ to explore.

5 Reporting

Several decades into the credibility revolution, scholars have a good sense of how to gauge a study’s internal validity. Indeed, nearly all studies report on it explicitly. However, outside of statistical sampling concerns, scholars rarely make more than superficial attempts to report on external validity accurately—if they report on it at all. It is curious that reporting standards in political science only cover external validity in cursory form (Gerber, Arceneaux, Boudreau, Dowling, Hillygus, Palfrey, Biggers & Hendry 2014), especially given that other social science fields take it far more seriously both in quantitative (Appelbaum, Cooper, Kline, Mayo-Wilson, Nezu & Rao 2018) and qualitative research (Levitt, Creswell, Josselson, Bamberg, Frost & Suarez-Orozco 2018).

Our practical ambition is that every published social science study include a dedicated discussion of external validity. For it to be taken seriously, authors need to report on external validity, and reviewers and editors need to insist on reporting as a matter of course. Along these lines, we fully agree with Rodrik (2009, 39) who, in discussing randomized experiments, said: “It is incumbent on the authors to convince the reader that the results are reasonably general and also to address circumstances under which they may not be. This is as important as justifying causal identification in other types of empirical work.”

When transparently reporting on external validity, the three evaluative criteria provide a guide for what authors should discuss and reviewers/editors should evaluate. Even when studies do not maximize on these criteria, it is still incumbent upon scholars to characterize levels of external validity accurately. The most credible studies from the perspective of
external validity do not simply report on the $S$ or the $U$ but also characterize all $M$—STOUT dimensions; clearly define the theoretical populations, accessible populations, and samples; and, if applicable, are explicit on the extent to which the inferences from the sample are meant to generalize or transport (or both). If all authors follow such guidance as a matter of course, then social sciences can collectively build more generalized knowledge by gradually moving scientific priors (Rodrik 2009).

6 Conclusion

According to existing epistemological and methodological standards, external validity is fundamental, not incidental, in social science (e.g., King, Keohane & Verba 1994, Shadish, Cook & Campbell 2002, Gerring 2011). Despite McDermott’s (2011) claim to the contrary, internal validity has been much more prominent than external validity in recent scientific inquiry. In this paper, we organized insights from political science and other social science fields to articulate emerging themes, which we also formalized to engage directly with rigorous interval validity approaches. In so doing, we have attempted to show that the fixation on internal validity is not only misplaced but out of step with many recent arguments across the social sciences.

Science and public policy both demand greater attention to external validity. Scholars appear committed to the ideal of producing general knowledge, but they have not yet implemented more rigorous external validity standards in their day-to-day research. For all the work of a number of organizations such as the Empirical Implications of Theoretical Models (EITM), Evidence in Governance and Politics (EGAP), Open Science Foundation, Berkeley Institute for Transparency in the Social Sciences, Empirical Studies of Conflict, and the Jameel Poverty Action Lab (J-PAL), among others, such organizations have given very little systematic attention to external validity concerns. One reaction may be that external

---

26 Of course, the production of general knowledge is obviously a broad endeavor with many components (see, for example, Elman, Gerring & Mahoney 2019).
validity is a noble but unattainable goal. We have attempted to provide evidence to the contrary.

Applied researchers also appear to have a false sense of security about the level of external validity in their studies. In political science, for example, many observational researchers studying large samples of countries or states seem content that they are studying “the real world” and therefore must necessarily have external validity (McDermott 2011). With the advent of “big data”, the problem may be compounded. As Nagler & Tucker (2015, 85) argue, “With big data comes the illusion of big precision.” This hope currently rests on a precarious foundation of brittle assumptions about causal processes, sampling, and representativeness. But it does not have to be this way; indeed, much can be done.

In our analysis of external validity, we have built upon previous literature to provide an improved conceptualization and relevant criteria that scholars can use to evaluate the external validity of studies. The predominant current practices of neglect or merely thinking about external validity as an afterthought must change. The “ultimate goal of all good social science” is to make inferences beyond the data at hand (King, Keohane & Verba 1994, 8,34), and that will only become feasible as authors, reviewers, and editors heed our call for a dedicated discussion of external validity in every research product. In the process, political scientists will become more systematic in how they assess the extent to which results generalize to broader populations or transport to other populations — and, in turn, how knowledge accumulates.
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# A Formalization of External Validity

## A.1 Internal Validity Bias

Consider that one would like to estimate the causal effect of a treatment \( D \) on an outcome variable \( Y \) with a sample \( S = \{0, 1, ..., n\} \). By convention, assume that the treatment variable is dichotomous \( D \in \{0, 1\} \). The \textit{sample} average treatment effect (SATE) is \( \delta_S = E_S [ Y_j(1) - Y_j(0) ] \) for \( j \in S \), which captures the difference in potential outcomes due to treatment status. The corresponding difference-in-means estimator is \( \hat{\delta}_S = E_S [ Y_j(1)|D_j = 1] - E_S [ Y_j(0)|D_j = 0 ] \) for \( j \in S \), which captures the observable difference in the sample averages.

Table 2 summarizes the notation:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y )</td>
<td>Outcome of interest</td>
</tr>
<tr>
<td>( \tilde{Y} )</td>
<td>Outcome at hand</td>
</tr>
<tr>
<td>( D )</td>
<td>Treatment of interest</td>
</tr>
<tr>
<td>( \tilde{D} )</td>
<td>Treatment at hand</td>
</tr>
<tr>
<td>( W )</td>
<td>Indicator of sample selection</td>
</tr>
<tr>
<td>( S )</td>
<td>Sample</td>
</tr>
<tr>
<td>( P )</td>
<td>Population</td>
</tr>
<tr>
<td>( i )</td>
<td>Unit in a population</td>
</tr>
<tr>
<td>( j )</td>
<td>Unit in a sample</td>
</tr>
<tr>
<td>( \delta_S )</td>
<td>Difference-in-mean estimate</td>
</tr>
<tr>
<td>( \hat{\delta}_S )</td>
<td>Sample average treatment effect</td>
</tr>
<tr>
<td>( \delta_P )</td>
<td>Population average treatment effect of ( D ) on ( Y )</td>
</tr>
<tr>
<td>( \hat{\delta}_P )</td>
<td>Population average treatment effect of ( \tilde{D} ) on ( \tilde{Y} )</td>
</tr>
<tr>
<td>( b_{S1} )</td>
<td>Assignment selection bias</td>
</tr>
<tr>
<td>( b_{S2} )</td>
<td>Within-sample effect heterogeneity</td>
</tr>
<tr>
<td>( b_P )</td>
<td>Sample selection bias</td>
</tr>
<tr>
<td>( b_V )</td>
<td>Variable selection bias</td>
</tr>
</tbody>
</table>

Table 2: Table of mathematical notation

As is commonly known, the difference-in-means estimator is decomposed to the SATE with a bias term:

\[
\hat{\delta}_S = \delta_S + b_{S1} + b_{S2}.
\]
That is, the empirical estimator is the SATE plus the assignment selection bias, $b_{S1} = E_S [ Y_j(0)|D_j = 1 ] - E_S [ Y_j(0)|D_j = 0 ]$, and the within-sample effect heterogeneity, $b_{S2} = \Pr(D_j = 0) \{ E_S [ Y_j(1) - Y_j(0) | D_j = 1 ] - E_S [ Y_j(1) - Y_j(0) | D_j = 0 ] \}$. The selection bias is the difference in the potential outcomes between the treated and control groups, while the within-sample effect heterogeneity is the difference in the causal effect between those two groups. Experimental design and random assignment ensure that the treated and control units are equivalent in expectation, and therefore that these two bias terms are zero. This allows us to obtain internally valid estimates of the SATE.

### A.2 External Validity Bias

Although the SATE itself can be of interest in some cases (Wilke & Humphreys 2020), we usually would like to estimate the causal effect of a target population $P$. The population average treatment effect (PATE) is defined as $\delta_P = E_P [ Y_i(1) - Y_i(0) ]$ for $i \in P$. However, the PATE can be systematically different from the SATE. Let $W_i \in \{0, 1\}$ be a sample selection variable that takes 1 if a unit $i$ is selected into a sample $S$ and otherwise 0 (that is, $W_i = 1$ if $i \in S$ for $i \in S \cup P$, and otherwise $W_i = 0$). Then, the SATE is equal to the PATE plus a sample selection bias:

$$\delta_S = \delta_P + b_P. \quad (3)$$

By definition, $E_S [Y_j(1) - Y_j(0)] = E_P [Y_i(1) - Y_i(0)|W_i = 1]$. Note that by the property of expectation,

$$E_P [Y_i(1) - Y_i(0)]$$

$$= E_P [Y_i(1) - Y_i(0)|W_i = 1] P(W_i = 1) + E_P [Y_i(1) - Y_i(0)|W_i = 0] \Pr(W_i = 0). \quad (4)$$

This is equivalent to;
\[
E_P [Y_i(1) - Y_i(0)|W_i = 1] = \frac{1}{\Pr(W_i = 1)} \left\{ E_P [Y_i(1) - Y_i(0)] - E_P [Y_i(1) - Y_i(0)|W_i = 0] \Pr(W_i = 0) \right\} \\
= E_P [Y_i(1) - Y_i(0)] + \frac{\Pr(W_i = 0)}{\Pr(W_i = 1)} \{ E_P [Y_i(1) - Y_i(0)] - E_P [Y_i(1) - Y_i(0)|W_i = 0] \}.
\] (5)

Note that:

\[
E_P [Y_i(1) - Y_i(0)] - E_P [Y_i(1) - Y_i(0)|W_i = 0] \\
= E_P [Y_i(1) - Y_i(0)|W_i = 1] P(W_i = 1) + E_P [Y_i(1) - Y_i(0)|W_i = 0] \Pr(W_i = 0) \\
- E_P [Y_i(1) - Y_i(0)|W_i = 0] \\
= \Pr(W_i = 1) \{ E_P [Y_i(1) - Y_i(0)|W_i = 1] - E_P [Y_i(1) - Y_i(0)|W_i = 0] \}.
\] (6)

By inserting this and simplifying it:

\[
E_P [Y_i(1) - Y_i(0)|W_i = 1] = E_P [Y_i(1) - Y_i(0)] + \Pr(W_i = 0) \{ E_P [Y_i(1) - Y_i(0)|W_i = 1] - E_P [Y_i(1) - Y_i(0)|W_i = 0] \} \\
= \delta_P \Pr(W_i = 0) \{ E_P [Y_i(1) - Y_i(0)|W_i = 1] - E_P [Y_i(1) - Y_i(0)|W_i = 0] \}.
\] (7)

The sample selection bias, \( b_P = \Pr(W_i = 0) \{ E_P [Y_i(1) - Y_i(0) \mid W_i = 1] - E_P [Y_i(1) - Y_i(0) \mid W_i = 0] \} \), is the difference in the average causal effects between those included in the sample and those excluded from the sample, weighted by the the proportion of missing units. In general, the larger the difference is, and the more missing units exist, the larger the size of the bias is. The bias becomes zero either (1) when all units in the population are included in the sample, or (2) when the average causal effects are the same between the included and excluded units. In the case of generalizability, the first condition would not be
satisfied unless one is interested in the SATE itself. The second condition usually requires *random sampling*, even though random sampling can be something difficult to implement in practice. The problems become even more acute in the case of transportability since the target population is different from the population that a sample represents. Thus, a sample at hand is unlikely to be a full or random sample of a target population.

The above discussion so far focuses on the cases of generalizing or transporting estimates with certain units to a broader or different population. In other cases, however, one may be interested in transporting estimates with certain treatment or outcome variables to different versions of those variables. This raises questions about *variable* external validity. Consider that an outcome $Y$ and treatment $D$ of interest are different from the outcome and treatment at hand, $\tilde{Y}$ and $\tilde{D}$. Then the PATE at hand becomes

$$\tilde{\delta}_P = EP [ \tilde{Y}_i(\tilde{D}_i = 1) - \tilde{Y}_i(\tilde{D}_i = 0) ]$$

for $i \in P$. In presence of variable heterogeneities, this PATE at hand can be systematically different from the PATE of interest $\delta_P$:

$$\bar{\delta}_P = \delta_P + b_V.$$  \hspace{1cm} (8)

Variable selection bias, $b_V = EP [ \tilde{Y}_i(\tilde{D}_i = 1) - Y_i(D_i = 1) ] - EP [ \tilde{Y}_i(\tilde{D}_i = 0) - Y_i(D_i = 0) ]$, represents the heterogeneity in the different outcomes responding to different treatments.\footnote{Decomposing the variable selection bias to those due to the heterogeneities in outcome and treatment is not immediately clear.}